DEPARTMENT OF MATHEMATICS
ANNA UNIVERSITY, CHENNAI - 600 025
VISION

We, at the Department of Mathematics, Anna University, Chennai, shall strive constantly to

e Achieve excellence in the field of Computer Science and Information Technology with strong
Mathematical foundation by providing high quality teaching, research and training in Computer
Science and all related Engineering fields to our students where they can significantly contribute
to our society in all aspects

e Contribute to the quality Personnel Development in Computer Science / Information Technology
through our effective Masters Programmes
MISSION
e To provide determined computer science background to the students to hone their skills with best-
in-class emerging technologies across the globe.
e To imbibe a spirit of innovations in computers, information technologies and mathematical
sciences.

e To popularize and to project the proper perspective of Computer Science with essential
Mathematical modelling by undertaking sponsored research and provide consultancy services in

educational and industrial relevant areas.
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ANNA UNIVERSITY, CHENNAI
UNIVERSITY DEPARTMENTS

M.Sc. INFORMATION TECHNOLOGY (5 YEARS INTEGRATED)
REGULATIONS 2023
CHOICE BASED CREDIT SYSTEM

PROGRAMME EDUCATIONAL OBJECTIVES (PEOs):

1. To make the students have sufficient knowledge and understanding in the field of
computer science

2. To ensure the students have sufficient understanding in the fundamental and core
concepts of computer science and information technology, which serve as the basics of
computer science

3. To ensure the students are aware of the cutting edge technologies currently being used
in industries and provide them a platform to learn the same

4. To ensure the students work on multiple academic projects pertaining to different
domains, to have strong knowledge in the respective domain

5. To ensure this academic programme provides them learning to take leadership positions
in the industry and also initiate businesses offering innovative solutions

PROGRAMME OUTCOMES (POS):

After going through the five years of study, our information Technology Post-Graduates will
exhibit:

i. POL: An ability to independently carry out research/investigation and development
work to solve practical problems

i. PO2: An ability to write and present a substantial technical report/document

iii. PO3: Students should be able to demonstrate a-degree of mastery over the area
as per the specialization of the program. The mastery should be at a level
higher than the requirements-in-the-appropriate bachelor programme

iv. ~ PO4: An ability to work in a multi-disciplinary team

v. PO5: An ability to enhance life-long learning and continuous professional
development

DIRECTOR
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3. PEO /PO MAPPING:

PROGRAM PROGRAMME OUTCOMES

EDUCATION

OBJ éCLSTIVE PO1 PO2 PO3 PO4 PO5
S
1. v/ v
2. v/ v v
3. v/ v v v
4. v/ v v v
5. v/ v v v v
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4. MAPPING OF COURSE OUTCOME AND PROGRAMME OUTCOME

Anna University, Chennai-a00 L

Course Name PO1 PO2 PO3 PO4 PO5
— Communicative English — | 3 1.6 0.4 - 14
E’ Matrices and Calculus 3 2 3 - -
é Applied Physics 3 1 - 0.2
3 Chemistry of Materials 3 0.6 - 0.2
— Digital Systems 3 0.4 0.4 - 1.6
SE Problem Solving and C Programming 3 2.2 3 - 1.2
~ Computer Aided Engineering Drawing 3 1 ] ] 1
Laboratory
Communicative English — I 3 1.6 0.4 - 1.4
g Basic Electrical and Electronics Engineering 2 1 0.6 - -
w  (Ordinary Differential Equations and
O . 3 2 3 - -
= Transform Techniques
& Python Programming 3 2.2 3 - 1.2
Data Structures 3 0.6 2 04 0.8
Computer Architecture 2.8 - 0.8 - 0.6
Electrical and Electronics Engineering 5 1 06 ) 1
Laboratory
Data Structures Laboratory 3 2 2 04 2
Partial Differential Equations and Complex
) 3 2 3 - -
Functions
® Object-Oriented Programming using. C++ 3 2.2 3 - 1.2
[}
*énj Database Management Systems 2.8 1 1.2 1 2
§ Operating Systems 2.6 - 1.8 - 0.8
Microprocessor and Applications 2.4 0.4 0.4 - 0.2
~ — —-
» PrlnC|pIes_ of _Analog and Digital 3 06 16 i 04
< Communication Systems
E Database Management Systems Laboratory 2.8 1 1.2 1 2
Discrete Structures 3 - -
< Linear Algebra 3 - -
9 Software Engineering 3 1.4 2.2 0.4 1
3 Java Programming 3 2.2 3 1 1.2
qE) Computer Networks 3 2.4 2.2 - 0.4
n Environmental Sciences and Sustainability 2 - 1.2 0.2 1.4
Java Programming Laboratory 3 2 3 1 2
Lﬂ Probability and Statistics 3 2 3 _ )
[¢)]
g Object Oriented Analysis and Design 3 1.6 1.6 \ 06
§ Data Warehousing and Mining 3 16 24 0.2 0.8
DIRECTOR
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Web Technology 3 2 3 0.4 0.4
Theory of Computation 3 2 3 - -
Professional Elective — |

Web Technology Laboratory 3 2 3 1 2
Operations Research 3 2 3 - -

g Software Project Management 3 0.4 2 0.6 0.8

® . .

GE) Machine Learning 3 1.2 1.8 - 0.8

A Design and Analysis of Algorithms 3 3 3 . 2
Cloud Computing 3 1.4 1.6 - 0.8
Professional Elective — i
Mini Project

N~

g

(%)

()

qE_) Industrial Project

n
IAdvanced Statistical Methods for Computing 3 2 3 } .

< Advanced Networks 3 24 2 - 0.8
EE g Principles of Management and Behavioural
E "g)"" Sciences 2.2 = 2 0.4 0.2

= —— .

o Avrtificial Intelligence 3 1.8 2 - 0.4
Cyber Security 3 1.8 1.8 - 0.2
Professional Elective — Il
Professional Elective — IV
Statistical Programming Laboratory using R
and Python 3 1.2 1.8 - 2
Numerical Methods 2 3 -

w| 2
2 [Internet of Things
SE: z g 1.8 2 0.4
E GE) )Advanced Database Technology and
n |Design 2 1.4 0.2
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Anna University, Chennai-500 02

Multimedia Technologies 1.2 1.6 -
Professional Elective — V
Professional Elective — VI
Internet of Things Laboratory 1.8 2 1
Creative and Innovative Project
o
—
g |
o Project Work
S
o]
n
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M.Sc. INFORMATION TECHNOLOGY (FIVE YEARS INTEGRATED)

ANNA UNIVERSITY, CHENNAI
UNIVERSITY DEPARTMENTS

REGULATION 2023

CHOICE-BASED CREDIT SYSTEM

CURRICULA AND SYLLABI

SEMESTER |
PERIODS TOTAL
NSC-) CCO(;’SESE COURSE TITLE gé‘;'\f( PER WEEK | CONTACT | CREDITS
: U L [T] P | PERIODS
THEORY
1. HS3152 | Communicative English — | FC 3 10| 2 5 4
2. MA3162 | Matrices and Calculus FC 4 |0| O 4 4
3. PH3152 | Applied Physics FC 3 ]|10] 0 3 3
4. CY3152 | Chemistry of Materials FC S 0 |0 3 3
5. XC3151 | Digital Systems PCE % R 2 5 4
6. | xcais2 |Froblem Solvingang© pcc V2 |0 4 6 4
Programming
PRACTICAL
7 GE3163 Computer Aided Engineering EC 0o lol a 4 5
Drawing Laborataory
T4l 18 &0 (812 30 24
SEMESTER Il
PERIODS TOTAL
NScS nggESE COURSE TITLE g’o*;s PER WEEK | CONTACT | CREDITS
: L | T| P | PERIODS
THEORY
1. HS3252 | Communicative English — I FC 3 10| 2 5 4
2 EE3151 BaS|_c EIe_ctrlcaI and Electronics FC 310l 2 5 4
Engineering
3 MA3253 Ordinary Differential E_quatlons FC 4 1ol o 4 4
and Transform Techniques
4, XT3251 | Python Programming PCC 2 |0 4 6 4
5 XC3251 | Data Structures PCC 3 /0]0 3 3
6. XC3252 | Computer Architecture PCC 3 |10]0 3 3
PRACTICAL
7. XT3261 | Data Structures Laboratory PCC 0|0} 4 4 2
TOTAL | 18 | 0 | 12 30 24
DIRECTOR
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SEMESTER I

PERIODS TOTAL
o | ot COURSE TITLE CATE | PERWEEK | CONTACT | CREDITS
. L ‘T‘ P PERIODS
THEORY
Partial Differential Equations
L MA3351 and Complex Functions FC 41010 4 4
2 XT3351 Opject-Orlented Programming PCC 310l 2 5 4
using C++
3 XT3352 Database Management PCC 310l o 3 3
Systems
4. XC3351 | Operating Systems PCC 3 10| 2 5 4
5 XC3352 | Microprocessor and Applications| PCC 3 10| 2 5 4
Principles of Analog and Digital
6. XT3353 Communication Systems 59 F | © 3 3
PRACTICAL
7 XT3361 Database Management PCC b 0. e 4 >
Systems Laboratory
TOTAL ['19 | 0 | 10 29 24
SEMESTER IV
PERIODS TOTAL
o | COSRSE COURSE TITLE SATE PERWEEK | CONTACT (CREDITS
: d u P | PERIODS
THEORY
1. MA3451 | Discrete Structures FC 4 (0] O 4 4
2. XT3401 | Linear Algebra PCC 31010 3 3
3. XC3451 | Software Engineering PCC 3 0] 2 5 4
4, XC3452 | Java Programming PCC 3 |10] 0 3 3
5. XT3451 | Computer Networks PCC 3 |0 2 5 4
6. CY3251 Enwrc_mmgr)tal Science and PCC > 1ol o 5 5
Sustainability
PRACTICAL
7. XC3461 | Java Programming Laboratory PCC 0O |0]| 4 4 2
TOTAL | 18 | 0| 8 26 22
DIRECTOR
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SEMESTER V

PERIODS TOTAL
S. COURSE CATE
COURSE TITLE PER WEEK | CONTACT
NO. CODE GORY L ‘ T ‘ P PERIODS CREDITS
THEORY
1. MA3551 | Probability and Statistics FC 4 10| 0 4 4
5 XT3501 Obje_ct Oriented Analysis and PCC 310l 2 5 4
Design
3. XT3551 | Data Warehousing and Mining PCC 3 10| 2 5 4
4. XT3552 | Web Technology PCC 3 10| 0 3 3
5. XC3551 | Theory of Computation PCC 4 10| 0 4 4
6. Professional Elective — | PEC 3 10| 0 3 3
PRACTICAL
7. XT3561 | Web Technology Laboratory PCC 0O |0]| 4 4 2
TOTALsN20. | 0| '8 28 24
SEMESTER VI
PERIODS TOTAL
S. COURSE CATE
COURSE TITLE PER WEEK | CONTACT
NO. CODE GORY i I - | P PERIODS CREDITS
THEORY
1. MA3651 | Operations Research FC 4110| 0 4 4
2. XT3601 | Software Project Management PCC 3|10} 0 3 3
3. XT3651 | Machine Learning PCC 3 |10]| 2 5 4
4. | xcaes1 |Design and Analysis of pcc | 4 o] o 4 4
Algorithms
5. XC3652 | Cloud Computing PCC 3 |10|O0 3 3
6. Professional Elective — Il PEC 3]1]0|0 3 3
PRACTICAL
7. XT3611 | Mini Project EEC 0|0 4 4 2
TOTAL |20 |0 | 6 26 23
DIRECTOR
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SEMESTER VII

PERIODS TOTAL
S. COURSE CATE
COURSE TITLE PER WEEK | CONTACT
NO. CODE GORY 3 \T\ P PERIODS CREDITS
PRACTICAL
1. XT3711 | Industrial Project EEC 0 | 0] 32 32 16
TOTAL | O | 0| 32 32 16
SEMESTER VIlI
PERIODS TOTAL
S. COURSE CATE
COURSE TITLE PER WEEK | CONTACT
NO. CODE GORY L ‘ T ‘ P PERIODS CREDITS
THEORY
1 MA3851 AdvanC(_ad Statistical Methods for o ML 4 4
Computing
2 XT3801 | Advanced Networks PCC 3 |0| 0 3 3
3 XT3851 PrlnC|p_Ies of Mr?magementand PCC 3 | 0lio 3 3
Behavioural Sciences
4, XC3851 | Artificial Intelligence PEq 3 |10]| 0 3 3
5 XT3852 | Cyber Security PEL 3w OF| O 3 3
6 Professional Elective — lli REE 3 0|0 3 3
7. Professional Elective — 1V PEC YN0 |10 3 3
PRACTICAL
Statistical Programming
8. XC3861 Laboratory using R and Python 255 Pahlii ¢ 3 2
TOTAL |22 |0 | 4 26 24
DIRECTOR
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SEMESTER IX

PERIODS TOTAL
S. COURSE CATE
COURSE TITLE PER WEEK | CONTACT
NO. CODE GORY L ‘ T ‘ P PERIODS CREDITS
THEORY
1. MA3951 | Numerical Methods FC 4 |0 4 4
2 XT3951 | Internet of Things PCC 3|00 3 3
Advanced Database Technology
3 XT3901 and Design PCC 3]0 2 5 4
4. XC3951 | Multimedia Technologies PCC 3 10| 0 3 3
5 Professional Elective — V PEC 3 10| 0 3 3
6. Professional Elective — VI PEC 310|0 3 3
PRACTICAL
7. XT3961 | Internet of Things Laboratory PCC 0|0 4 4 2
8. XT3911 | Creative and Innovative Project | EEC 0O |0)| 4 4 2
TOTAR %49 0| 10 29 24
SEMESTER X
PERIODS TOTAL
S. COURSE CATE
COURSE TITLE PER WEEK | CONTACT
NO. CODE GORY L | T I P PERIODS CREDITS
PRACTICAL
1. XT3011 | Project Work EEC 0 |01]32 32 16
TOTAL | O | 0] 32 = 16

11
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FOUNDATION CORE COURSES (FC)

COURSE CATE |CONTACT
S.NO CODE COURSE TITLE GORY |PERIODS L | T|P|C
1. HS3152 | Communicative English - | FC 5 31012 |4
2. MA3162 | Matrices and Calculus FC 4 4 10/ 0|4
3. PH3152 | Applied Physics FC 3 3/0]0]3
4. CY3152 | Chemistry of Materials FC 3 3/0]0]3
Computer Aided
5. GE3163 | Engineering Drawing FC 4 0|0 4] 2
Laboratory
HS3252 | Communicative English - 1l FC 5 3 2 | 4
7 EE3151 Basic El_ectrical _and _ EC 5 3 >
Electronics Engineering
Ordinary Differential
8. MA3253 | Equations and Transform FC 4 4 10| 0| 4
Techniques
Partial Differential
9. MA3351 | Equations and Complex FC 4 4 10| 0| 4
Functions
10. MA3451 | Discrete Structures FC 4 4 10| 0| 4
11. MA3551 | Probability and Statistics F& 4 4 10/ 0| 4
12. MA3651 | Operations Research EC 4 4 10| 0| 4
Advanced Statistical
13. MA3851 Methods for Computing P 4 410] 04
14. MA3951 | Numerical Methods R 4 4 10/ 0|4
TOTAL 61 47 |0 | 12 | 53
PROFESSIONAL -CORE COURSES (PCC)
COURSE CATEG | CONTACT
S.NO CODE COURSE TITLE ORY PERIODS L |T| P C
1. XC3151 | Digital Systems 21erC 5 3 |0 2 4
2. | xcaisz | Problem Solving and C PCC 6 > o] 4| a
Programming
3. XT3251 | Python Programming PCC 6 2 |0 4 4
4. XC3251 | Data Structures PCC 3 3 0] O 3
5. XC3252 | Computer Architecture PCC 3 3 0|0 3
6. XT3261 | Data Structures Laboratory PCC 4 0 0] 4 2
7. | xrassy | Qbiect Oriented PCC 5 30| 2| 4
Programming using C++
8. XT3352 Database Management pPCC 3 3 1ol o
Systems
9. XC3351 | Operating Systems PCC 5 3 /0] 2 4
10. | xcassz | Microprocessor and PCC 5 3 2
Applications
Principles of Analog and
11. XT3353 | Digital Communication PCC 3 3 ]0] 0 3
Systems
12. | xT33e1 | Database Management PCC 4 olol| a2
Systems Laboratory

12
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13. XT3401 | Linear Algebra PCC 3 3 /0| O 3

14. XC3451 | Software Engineering PCC 5 3 10| 2 4

15. XC3452 | Java Programming PCC 3 3 /0] 0 3

16. XT3451 | Computer Networks PCC 5 3 10| 2 4

17. | cyazsy | Environmental Sciences PCC 2 2 ol o2
and Sustainability
Java Programming

18. XC3461 Laboratory PCC 4 0 |0 4 2

19. XT3501 Object O_rlented Analysis PCC 5 3 1ol 2 4
and Design

20. | xT3s51 | DataWarehousing and PCC 5 3 o] 2] 4
Mining

21. XT3552 | Web Technology PCC 3 3 /0] 0 3

22. XC3551 | Theory of Computation PCC 4 4 |0 O 4

23, | xT3se1 | Veb Technology PCC 4 00| 4] 2
Laboratory

24, | xr3eo1 | Software Project PCC 3 3 /o|lo] 3
Management

25. XT3651 | Machine Learning RCC 5 3 0] 2 4

26. | xcaes1 |Design and Analysis of PCC 4 4 10|04
Algorithms

27. XC3652 | Cloud Computing PCC 3 3 ]0] 0 3

28. XT3801x | Advanced Networks PCC 3 3 10| O 3
Principles of Management

29. XT385§ and Behavioural Sciences REC 3 S |0 3

30. XC3851 | Artificial Intelligence PCC 3 3 /0] 0 3

31. XT3852 | Cyber Security PCC 3 3 /0] 0 3
Statistical Programming

32. XC3861 | Laboratory using R and PEC 4 0O |0 4 2
Python

33. XT3951 | Internet of Things PCGE 3 3 /0] O 3

34, | xT3001 |Advanced Database PCC 5 3 0| 2] 4
Technology and Design

35. XC3951 | Multimedia Technologies RGG 3 3 /0] 0 3

36. | xTage1 |IntemetofThings PCC 4 olol| a2
Laboratory

Total 141 89 | 0 | 52 |115
DIRECTOR
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EMPLOYABILITY ENHANCEMENT COURSES (EEC)

COURSE CONTACT

S.NO CODE COURSE TITLE CATEGORY PERIODS L|IT|P|C

1. XT3611 | Mini Project EEC 4 0|0 4] 2

2. XT3711 | Industrial Project EEC 32 0]0]32]16

Creative and Innovative

3. XT3911 Project EEC 4 0|04 2

4. XT3011 | Project Work EEC 32 0]0]32]16

Total 72 0/0|72]36

PROFESSIONAL ELECTIVE COURSES (PEC)
COURSE CATEGO | CONTACT
S.NO CODE COURSE TITLE RY PERIODS L|T|P|C
1. XC3071 Adhoc and Sensor Networks FEC 3 3/0]07]3
2. XT3071 Big Data Analytics PEEC B 3/0]0]3
3. XC3072 Bio-Inspired Computing PEC 3 3]0]0]3
4. XT3072 Block Chain Technologies PEC 3 3]0]0]3
5. XC3073 Computational Finance REC 3 3]0]0]3
6. XT3073 Computer Graphics PEC 3 3/]0]0]3
7. XT3074 Database Administration PEC 3 3/0]0]3
8. XT3075 Database Tuning PEC 3 3/]0|0]3
9. XT3076 Data Science and Analytics PEC 3 3/]0|0]3
10. | XC3074 Deep Learning PEC 3 3/0]07]3
11. | XC3075 Digital Image Processing PEC 3 3]0]0]3
12. | XC3076 E - Learning REC 3 3/]0|]0]|3
13, | XT3077 Enterprise Application PEC 3 3lolola
Development

14, | XC3077 Game Design and Development PEC 3 3/]0|0]|3
15. | xT3078 Geographical Information System PEC 3 31 o0lols
16. | XT3079 Information Coding Techniques REE 3 3/]0|0]|3
17. XT3080 Information Retrieval Techniques PEC 3 3/]0|0]|3
18. | XT3081 Information Security PEC 3 3/]0|0]|3
19. | XT3082 Marketing Analytics PEC 3 3/]0]0]3
20. | XC3078 Mobile Computing PEC 3 3/]0|0]|3
21. | XC3079 Modelling and Simulation PEC 3 3/]0|0]|3
22. | XT3083 Multimedia Analytics PEC 3 3/]0|0]|3
23. | XC3080 Natural Language Processing PEC 3 3/0]0]3
24. | XC3081 Network Science PEC 3 3/0]0]3
25. XT3084 Open Source Programming PEC 3 31003
26. | XT3085 Pattern Recognition PEC 3 3/0|0]|3
27. | XT3086 Personal Software Processes PEC 3 3/0]0]3
28. XC3082 Quantum Computing PEC 3 3104013
29. | XT3087 Semantic Web PEC 3 3/0]0]3

14
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30. | XC3083 Social Psychology PEC 3 3,003
XT3088 Software Testing and Quality
31. Assurance PEC 3 3/]0|0]|3
32. | XT3089 Total Quality Management PEC 3 3101013
33. | XC3084 Unix and Network Programming PEC 3 3/]0/0]3
34. | XT3090 User Interface Design PEC 3 310|013
35. | XT3091 Web Analytics PEC 3 3]0]0]3
SUMMARY
M.Sc. INFORMATION TECHNOLOGY (FIVE YEARS
INTEGRATED)
Subject Area Credits per Semester Credits
Total
I i mjIiv Vv VvV VvIEIX ]| X

FC 16, 125 A5 E—re4ing, - 4 4 - 52

PCC 8 122018 |17 |14} - 14 (12 | - 115

PEC Bl e - | - | 3| 3RS 6 6 | - 18

EEC = | el b G | - 2 |16 36

Total Credit | 24| 24|24 {22 |24 |23 |16 | 24 |24 | 16 221

DIRECTOR
for Academic Courses
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HS3152 COMMUNICATIVE ENGLISH - | L TP C
3 0 2 4
OBJECTIVES:
e To build lexical competency and accuracy that will help learners to use language effectively
e To learn various reading strategies that will enable learners to comprehend the different
modes of reading materials of varied levels of complexity
e To comprehend the linguistic aspects of various rhetorical structures and functions of

Technical English and use them effectively in writing

e To improve the communicative competence of learners

e To help learners use language effectively in academic /work contexts

e To use language efficiently in expressing their opinions via various media

e To build lexical competency and accuracy that will help learners to use language effectively
UNIT | BASICS OF COMMUNICATION 9+6

Listening — Listening to a Telephone conversation & Writing message, gap filling; Reading —
Telephone message, bio-note; Writing — Message, Self-introduction / Personal profile; Grammar
— Simple present tense, Present continuous tense, Asking questions (wh-questions); Vocabulary
— One word substitution, Synonyms, Abbreviations & Acronyms

LAB ACTIVITY: Introducing oneself — Self introduction; Telephone conversation, Relaying
telephone message — Role play

UNIT Il NARRATION 9+6
Listening — Listening to a Travel podcast/ Watching a travel documentary; Reading — Reading
an excerpt from a travelogue, Newspaper Report; Writing — Narrative writing — event, personal
experience; Grammar — Subject — verb, Simple past, Past continuous Tenses; Vocabulary —
Antonyms, Word formation (Prefix & Suffix)

LAB ACTIVITY: Narrating one’s personal experience in front of a group — formal and informal
context — first day in college / vacation / first achievement / failure etc.,

UNIT Il DESCRIPTION 9+6
Listening — Listening to a conversation, Listening to an advertisement; Reading — Reading a
tourist brochure & planning an itinerary, Reading a descriptive article / excerpts from literature;
Writing — Writing definitions, Paragraph writing (Descriptive); Grammar — Future tenses, Perfect
tenses, Preposition; Vocabulary — Adjectives, Adverbs

LAB ACTIVITY: Making conversation — formal & informal — Turn taking & Turn giving — Small talk

UNIT IV CLASSIFICATION 9+6
Listening — Listening to announcements & filling a table; Reading — Reading an article, Reading
social media posts and classifying (channel conversion — text to table); Writing — Note making,
Note taking & Summarising, Writing a classification pragraph; Grammar — Discourse markers —
Connectives, Transition words; Vocabulary — Conjunctions, Contextual vocabulary

LAB ACTIVITY: Making short presentations — Different clubs and their activities in the college /
Campus Facilities — About your native place and its major attractions

DIRECTOR
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UNIT V ARTICULATION / EXPRESSION / DISCUSSION 9+6
Listening — Listening to a debate, Discussion; Reading — Reading formal letters, Letters to Editor,
Opinion articles / Blogs; Writing — Letter writing, Email writing (To Editor, Complaint letter, Enquiry
letter); Grammar — Question tags, Indirect questions, Yes / No questions; Vocabulary —
Compound words, Phrasal verbs

LAB ACTIVITY: Taking part in a group discussion on general topics — Debating on topics of
interest and relevance
TOTAL: (45+30) = 75 PERIODS
OUTCOMES:
CO 1: Use grammar and vocabulary suitable for general context.
CO 2: Comprehend the nuances of spoken and written communication.
CO 3: Communicate effectively in formal and informal contexts.
CO4: Read different types of texts and comprehend their denotative and connotative
meanings.
CO 5: Write different types of texts using appropriate formats.

REFERENCES:

1. “English for Science & Technology I” by Cambridge University Press, 2023.

2. “English for Engineers and Technologists” Volume | by Orient Blackswan, 2022.

3. “Interchange” by Jack C. Richards, Fifth Edition, Cambridge University Press, 2017.
4

“English for Academic Correspondence and Socializing” by Adrian Wallwork, Springer, 2011.

“The Study Skills Handbook” by Stella Cortrell, Red Globe Press, 2019.
www.uefap.com

oo

CO - PO Mapping:

PROGRAMME OUTCOMES
Course

Outcomes PO1 PO2 PO3 PO4 PO5

CO1: 3 E = : 2

CO2: 3 3 5 = -

CO 3.: 3 2 3 5 -

CO4: 3 L 2 L 3

CO5: 3 3 - - 2
AVG: 3 1.6 0.4 - 14

17
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MA3162 MATRICES AND CALCULUS L TP C
4 0 0 4
OBJECTIVES:
e To develop the use of matrix algebra techniques that is needed by engineers for
practical applications
e To familiarize the student with functions of several variables. This is needed in many
branches of engineering
To solving integrals by using Beta and Gamma functions and their applications
e To acquaint the student with mathematical tools needed in evaluating multiple integrals
and their applications
e To acquaint the students with the concepts of vector calculus which naturally arises in
many engineering problems

UNIT | MATRICES 12
Eigen values and Eigen vectors — Properties of Eigen values - Linear dependence and
independence of Eigen vectors - Cayley-Hamilton theorem (excluding proof), Reduction to
Diagonal form — Similarity transformation, Quadratic form — Reduction of Quadratic form to
canonical form, Nature of a Quadratic form

UNIT Il DIFFERENTIAL CALCULUS 12
Functions of several variables, limit, continuity, partial derivatives, differentiability, total
differential, Errors and approximations - Taylor's formula fortwo variables - extreme values and
saddle points, constrained maxima and minima: Lagrange multipliers with single constraint

UNIT Il INTEGRAL CALCULUS 12
Improper integrals of the first and second kind and their convergence — Differentiation under
integrals - Evaluation of integrals involving a parameter by Leibnitz rule — Beta and Gamma
functions — Properties — Evaluation of integrals using Beta and Gamma functions — Error
functions

UNIT IV MULTIPLE INTEGRALS 12
Double integrals — Change of order of integration — Double integrals in polar coordinates — Area
enclosed by plane curves — Triple integrals — Volume of Solids — Change of variables in double
and triple integrals

UNIT V VECTOR CALCULUS 12
Gradient of a scalar field, directional derivative, divergence of a vector field, curl of a vector
field. Line integrals of scalar and vector fields — Surface integrals of scalar and vector fields -
Verification of Green's, Stoke’s and Gauss divergence theorems (without proof)

TOTAL: 60 PERIODS

DIRECTOR
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OUTCOMES:

CO1: The students will be able to Use the matrix algebra methods for solving practical
problems.

CO 2: The students will be able to use differential calculus ideas on several variable
functions.

CO 3: The students will be able to apply different methods of integration in solving practical
problems by using Beta and gamma functions.

CO 4: The students will be able to apply multiple integral ideas in solving areas, volumes
and other practical problems.

CO 5: The students will be able to calculate grad, div and curl and use Gauss, Stokes and
Greens theorems to simplify calculations of integrals.

REFERENCES:

1. Joel Hass, Christopher Heil, Maurice D.Weir " Thomas‘ Calculus", Pearson Education.,

2.

3.

New Delhi, 2018.

Grewal B.S., “Higher Engineering Mathematics”, Khanna Publishers, 44th Edition, New
Delhi, 2017.

James Stewart, "Calculus with Early Transcendental Functions”, Cengage Learning, 6th
Edition, New Delhi,2013.

Erwin Kreyszig "Advanced Engineering Mathematics”, Wiley India Pvt Ltd., New Delhi,
2015.

Greenberg M.D., “Advanced Engineering Mathematics”, Pearson Education2nd Edition,
5th Reprint, Delhi, 2009.

Jain R.K. and lyengar S.R.K. “Advanced Engineering Mathematics”,Narosa
Publications, 5 th Edition, New Delhi; 2017.

Narayanan S. and Manicavachagom Pillai T. K., “Calculus" Volume | and I, S.
Viswanathan Publishers Pvt. Ltd., Chennai, 2009.

Peter V.O’Neil, “Advanced Engineering Mathematics”, Cengage Learning India Pvt., Ltd,
7 th Edition, New Delhi , 2012.

Ramana B.V., “Higher Engineering Mathematics”, Tata McGraw Hill Co. Ltd., 11th
Reprint, New Delhi, 2010.
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PH3152 APPLIED PHYSICS L TP C

OBJECTIVES:
e Tointroduce and teach the concepts of properties of matter and thermal physics
To make the students to understand the aspects of acoustics and ultrasonics

[ ]

e To equip the students on the aspects of quantum principles

e The basic aspects of semiconductor physics and devices are introduced

e The students will be introduced the concepts of photonics and fiber-optics principles
UNIT | PROPERTIES OF MATTER AND THERMAL PHYSICS 9

Elasticity- Hooke’s law - relationship between three types of modulus of elasticity (qualitative)
— stress -strain diagram — bending of beams - bending moment — depression of a cantilever
— Young’'s modulus by non-uniform bending- I-shaped girders. Thermal Physics - modes
of heat transfer- thermal conductivity — Lee’s disc method - conduction through compound
media - thermal expansion

UNIT Il ACOUSTICS AND ULTRASONICS 9
Characteristics of sound - classification of sound- intensity of sound - decibel — Acoustics -
Sabine’sformula- derivation using growth and decay method — absorption coefficient and
its determination — factors affecting acoustics of buildings and their remedies.
Ultrasonics — production by magnetostriction and.piezoelectric methods - acoustic grating
— applications of ultrasonic waves.

UNIT Il QUANTUM PHYSICS 9
Black body radiation — Planck’s theory (derivation) — Compton effect theory and experimental
verification — matter waves —Schrondinger wave equation in one dimension: time
independent and time dependent equations — particle in a infinitely deep square well
potential — finitewell potential = tunnelling through barrier — applications.

UNIT IV SEMICONDUCTOR PHYSICS 9
Energy bands in solids — intrinsic and extrinsic semiconductors - distribution of quantum states
in the energy band (qualitative) — Fermi-Dirac statistics — carrier concentration in an intrinsic
semiconductor — carrier concentration in n-type semiconductor — variation with
temperature and impurity

UNIT V PHOTONICS AND FIBREOPTICS 9
Spontaneous and stimulated emission - population inversion, CO; laser, semiconductor lasers
- homojunction and heterojunction lasers - industrial applications. Principle and propagation of
light in optical fibres — numerical aperture and acceptance angle - types of optical fibres
(material, refractive index, mode) — attenuation, dispersion, bending

TOTAL: 45 PERIODS
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OUTCOMES:

CO 1: Understand the concepts of properties of matter and thermal physics.
CO 2: Apply the concepts of acoustics and ultrasonic.

CO 3: Appreciate the importance of quantum physics.

CO 4: Understand the importance of semiconductor physics.

CO5: Make use of photonic and fiber-optic devices.

REFERENCES:
1. G. Keiser, “Optical fiber communications”, McGraw Hill Co., New York, 1995.
2. Gaur R.K. and Gupta S.L., “Engineering Physics”, Dhanpat Rai Publications, Mumbai,

2013.

3. N. Garcia and A. Damask, “Physics for Computer Science Students”, Springer, New
York, 2012.

4. Palanisamy, P. K. “Engineering Physics”, SCITECH Publications, Chennai, 2012.

5. Paul Tipler and Gene Mosca, Physics for Scientists and Engineers, W.H. Freeman,

New York,2007.

6. Pillai, S. O., “Solid State Physics”, New Age International Publishers, New Delhi, 2009.
7. Raymond Serway, John Jewett, “Physics for Scientists and Engineers”, Bostan,
Brooks/Cole, 2014.
CO - PO Mapping:
COURSE PROGRAMME OUTCOMES
OUTCOMES PO1 PO2 PO3 PO4 PO5
CO1: 3 1 s S -
CO2: 3 1 1 - -
CO 3: 3 1 1 = -
CO4: 3 i 4 - -
CO5: 3 1 ] - 1
AVG: 3 1 1 - 0.2
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CY3152 CHEMISTRY OF MATERIALS

w
o -
o T
w 0O

OBJECTIVES:
e Toinculcate sound understanding about batteries and their applications
e Tointroduce the basic concepts of polymer and its application in the field of electronics
e To impart knowledge on composites and its electrical and electronics applications
e To familiarize the student on dielectric, insulators, semi-conductors, magnetic and
nano materials
e To teach about the fabrications of integrated circuits and printed circuit boards

UNIT | BATTERIES 9
Primary and Secondary — Requirements — Commercial batteries — Dry Cell, Lead acid, metal hydride,
Li-ion. Fuels cells — Classification - Hydrogen - oxygen fuel cell. UPS - Components and types of
UPS. Batteries used in UPS

UNIT Il POLYMER IN ELECTRONICS 9
Basic concepts of polymers - degree of polymerization, functionality of monomer, classification of
polymer. Piezo and pyro electric polymers — Polyvinyl fluoride — Polyvinylidernefluoride — preparation,
properties and applications. Conducting polymers — Classifications — Polyparaphenylene and
polypyrrole. Potting — potting compounds — potting problems - encapsulation. Photoresists — Positive
and negative

UNIT 11 COMPOSITES 9
Introduction to composites — Characteristics, Matrix materials — Types — Polymer matrix, metal matrix,
ceramic matrix, carbon and graphite matrix material. Reinforcement — fiber, particulates, flakes and
whiskers, Classification of composites — Particulates, fibrous and laminated composites — Hybrid
composites — Application of composites in electrical and electronic component

UNIT IV SPECIALITY MATERIALS 9
Dielectrics — Characteristics, insulating materials — Characteristics. Ceramics — Mica — types —
products (sheet, tapes, papers and glass bonded mica) and applications of mica. Glass — Lead glass,
Borosilicate glass, silica glass, glass woal - preparation, properties and uses. Magnetic materials —
basis of magnetism — Soft and hard magnetic materials.  Semiconductors — Extensive and
intensive. Nanomaterials — Size dependant properties — Synthesis of nano materials — Chemical
Vapour deposition, Electrospinning and Sol-Gel methods — applications

UNIT V FABRICATION OF INTEGRATED CIRCUITS 9
Introduction — Fabrication — MOS - NMOS, PMOS, CMOS, Ga-As Technologies, Printed
circuit boards-Fabrication (Single layer only) — Lamination, printing (photo and screen printing)
and mechanical operation

TOTAL: 45 PERIODS

OUTCOMES:

CO 1: Conversantin the theories involved in batteries and its applications.

CO 2: Familiar in basic concepts in polymer and its application in the field of electronics.
CO 3: Exposed to composites and their constituents.

CO 4: Possess in-depth knowledge about speciality materials.

CO5: Conversant in the theories involved in batteries and its applications.
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REFERENCES:

1. Dyson R.W. “Specialty Polymer”, Blackie Academic and Professional, Chennai, 2006.

2. Jain P.C and Monika Jain, “Engineering Chemistry”, Dhanpet Rai Publishing Company
(P)Ltd., New Delhi,2013.

3. Khanna O.P.,” Material Science” NIH Publications, Maryland, 2007.

4. Sharma S.C. “Composite Materials”, Narosa Publishing House, New Delhi,2000.

5. Wong M.N., “Polymer for electronics and photonic applications”, John Wiley, New York,

2006.
CO - PO Mapping:
PROGRAMME OUTCOMES
COURSE
OUTCOMES PO1 PO2 PO3 PO4 PO5
CO1: 3 1 - - -
CO2: 3 1 1 - 1
CO3: 3 1 i - -
CO4: 3 1 . - -
CO5: 3 1 1 = -
AVG: 3 i} 0.6 - 0.2
XC3151 DIGITAL SYSTEMS LTPC
3024
OBJECTIVES:

To introduce the basic concept of digital and binary systems

To give fundamentals of Boolean algebra and.logic gates

To give students the concept of digital logic design

To give students the basic tools for the design and implementation of digital modules and
subsystems

¢ To reinforce theory and techniques taught in the classroom through project assignments

UNIT | NUMBER SYSTEMS AND BINARY CODES 9
Introduction to Digital Systems - Binary Numbers — Number Systems and Conversions —
Complements — Signed Binary Numbers - Binary Arithmetic — Binary Codes — BCD and other
Weighted Codes, Excess-3, Gray Code — Binary Logic

UNIT II BOOLEAN ALGEBRA AND LOGIC GATES 9

Basic Definitions — Axiomatic Definitions of Boolean Algebra - Basic Theorems and Properties of
Boolean Algebra — Boolean Functions — Canonical and Standard Forms — Other Logic
Operations —Digital Logic Gates — Integrated Circuits — TTL — MOS — CMOS Circuit
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UNIT 11l GATE-LEVEL MINIMIZATION 9
Karnaugh Map Method — Two and Three Variable Map - Four Variable Map — Five Variable Map
— Product-of-Sums Simplification —Don’t Care Conditions — NAND and NOR Implementations -
Other Two- Level Implementations — Quine McCluskey Method — Exclusive OR function

UNIT IV COMBINATIONAL LOGIC 9

Combinational Circuits — Analysis and Design of combinational circuits - Binary Adder- Subtractor
— Decimal Adder — Binary Multiplier — Magnitude Comparator — Decoders — Encoders —
Multiplexers — Demultiplexers

UNIT V SEQUENTIAL LOGIC 9
Sequential Circuits — Storage Elements: Latches and Flip-Flops — Analysis of Clocked Sequential
Circuits — State Reduction and Assignment — Design Procedure - Registers — Shift Register
— Counters — Ripple Counter — Synchronous Counter

LAB PRACTICES:

Study of basic logic gates and realization of logic gates using universal gates.
Multiplexer and demultiplexer.

Half and full adder / subtractor.

Encoder and decoder.

Binary decade counter.

BCD to seven segment decoder.

ouhownpRE

TOTAL: (45+30) 75 PERIODS

OUTCOMES:

CO1: Apply knowledge of math, science and engineering.

CO 2: Describe design constraints of digital systems.

CO 3: Design digital circuitry, analyze and interpret data.

CO 4: Combinational logic design implementation.

CO5: Sequential logic design implementation.

REFERENCES:

1. Charles H. Roth Jr., “Fundamentals of Logic Design”, Cengage Learning, 2021.

2. John F. Wakerly, “Digital Design Principles & Practices”, Pearson Education, 4™
Edition, Noida,India, 2016.

3. Mano, M.M. and Ciletti, M.D., “Digital Design”, Pearson Education, 6th Edition, New
Jersey, 2018.

4, Neal S Widmer; Gregory L Moss; Ronald J Tocci, “Digital System: Principles and
Applications”, 12" Edition, Pearson, London, 2018.

CO - PO Mapping:
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XC3152 PROBLEM SOLVING AND C PROGRAMMING L TP C
2 0 4 4

OBJECTIVES:
e To analyze and develop C Programs using basic programming constructs.
To solve searching and sorting problem using arrays and strings.

[ )
e To apply code reusability with functions and memory management using pointers.
e To compare and develop applications in C using structures and unions.
e To understand the basics of preprocessor directives and file operations.
UNIT | BASICS OF C PROGRAMMING 6+12

Architecture of Computer — Program design: Algorithm - Pseudocode and flow chart— Introduction
to programming paradigms — Structure of C program - C programming: Data Types - Constants
- Keywords - Operators: Precedence and Associativity - Expressions - Input/Output statements,
Assignment statements - Decision making statements - Switch statement.

PRACTICALS:
e Designing algorithms for programs
Designing flowchart for programs
Programs using integer type, arithmetic operators and basic input/output.
Programs using other data types and operators.
Programs using decision making statements and switch

UNIT Il LOOP CONTROL STATEMENTS AND ARRAYS 6+12
Iteration statements: For, while, Do-while statements, nested loops - Introduction to Arrays:
Declaration, Initialization - One dimensional array -Two dimensional arrays — Searching and
sorting in Arrays — Strings — string handling functions - array of strings

PRACTICALS:

e Programs using for, while, do-while loops and nested loops.
Programs using arrays and operations on arrays.
Programs implementing searching and sorting using arrays
Programs implementing string operations on arrays

UNIT Il FUNCTIONS AND POINTERS 6+12
Modular programming - Function prototype, function definition, function call, Built-in functions —
Recursion — Recursive functions - Pointers - Pointer increment, Pointer arithmetic - Parameter
passing: Pass by value, Pass by reference, pointer and arrays, dynamic memory allocation with
malloc/calloc

PRACTICALS:
e Programs using functions
e Programs using recursion.
e Programs using pointers and arrays, address arithmetic
e Programs using Dynamic Memory Allocation

UNIT IV STRUCTURES AND UNION 6+12
Storage class, Structure and union, Features of structures, Declaration and initialization of
structures, array of structures, Pointer to structure, structure and functions, typedef , bit fields ,
enumerated data types, Union.

PRACTICALS:
e Programs using structures and array of structures

DIRECTOR

Centre for Academic Courses ,

2 Anna University, Chennai-a00 L

3



e Programs using pointers to structures, self-referential structures
e Programs using union
e Programs using enumerated data types

UNIT V MACROS AND FILE PROCESSING

6+12

Preprocessor directives — Simple and Conditional, macros with and without parameters - Files -
Types of file processing: Sequential and Random access — File operations — read, write & seek.

PRACTICALS:

e Programs using file read operation
e Programs using file write operation
e Programs using file seek operation
e Programs using macros

OUTCOMES:

CO1: Write simple C programs using basic constructs.

CO 2: Design searching and sorting algorithms using arrays and strings.
CO 3: Implement modular applications using Functions and pointers.

TOTAL : (30+60) 90 PERIODS

CO 4: Develop and execute applications using structures and Unions.

CO5: Solve real world problem using files.

REFERENCES:

1. Anita Goel, “Computer Fundamentals”, Pearson Education, Noida, 2010.

2. E. Balagurusamy, “Programming in ANSI C?, McGraw Hill, 2019.

3. Ashok N. Kamthane, Raj Kamal, “Computer Programming and IT”, Pearson
Education,2012.

4, Dromey, R.G, “How to solve it by Computer”, Pearson Education, New York,2008.
5. Kernighan, B. Wand Ritchie, D.M, “C Programming language”, Second Edition, Noida,

Pearson Education, 2015

Peter Norton, “Introduction to Computers”, Seventh Edition, McGraw Hill, New Delhi, 2017.
Byron Gottfired, “Programming with C”, Fourth Edition, McGraw Hill, 2018.

Yashavant P. Kanetkar, “Let Us C”, 17" Edition, BPB publications, New Delhi, 2020.

0N
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PROGRAMME OUTCOMES
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OUTCOMES PO1 PO2 P03 o o0

CO1l: 3 3 3 - _
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CO5: 3 5 . : 2
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GE3163 COMPUTER AIDED ENGINEERING DRAWING LABORATORY L T P C

0 0 4 2

INTRODUCTION: BIS specifications,Drawing tools, lines, lettering, scalingand dimensioning.
Projection —types.

FIRST ANGLE PROJECTION: Introduction- Projection of points, lines, planes, and solids —
parallel, perpendicular and inclined to planes.

ISOMETRIC PROJECTION: Introduction to objects of symmetry with either or any one of the axes
and objects of revolution.

INTERACTIVE GRAPHICS: Parametric modeling —1D, 2D and 3D geometry — transformations -
display — points, lines, planes using software.
CURVES: Parametric curves generation methods -displaying - evaluating control points on curves.

SURFACES: Parametric surface generation methods -displaying - evaluating control points on
surfaces — Iso, sub and super parametric surfaces for FEA

SOLIDS: Generation of part models using' Computer. Aided Geometric Modeling software.
(Autodesk Fusion 360, CATIA)

GENERATIVE DESIGN: Important of Al, ML, Solid free form fabrication — Types and applications

LABORATORY COMPONENT: Engineering Graphics using CAD

1. Introductionto CAD Software.

Conic curves — Circle, Ellipse, Parabola, Hyperbola — special curves — cycloid, involute
First angleprojection ofa. Points  b. Lines  c. Planes d. Solids

Conversion of isometric to orthographic projection and vice versa.

Lateral Surface Development

Sectioning of regular solids.

Perspective projection of simple solids.

NoOghkwn

Geometric Modeling using a graphical programming language (MATLAB, Auto-LISP)
8. Modeling and displaying a point and line using orthographic projection and performing simple
geometric transformation.
9. Modeling and displaying of parametrically represented analytical curves
a. Circle b. Ellipse c. Parabola d. Hyperbola
10. Modeling and displaying of parametrically represented synthetic curves
a. Bezier Curve b. B-spline
11. Modeling and displaying of parametrically represented NURBS curve.
12. Modeling and displaying of parametrically represented synthetic surface.
a. Planar surface b. Ruled surface
13. Modeling and displaying of Bezier surface.
14. Modeling and displaying of B-Spline surface.
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Application of CAD through Programming
1D, 2D transformations — scaling, rotation, mirroring, moving, copying
Image enhancement — Coloring, shading, shadowing, contrast, filling lights, brightness, hue
saturation, tint, temperature variation
Noise reduction techniques, edge detection techniques, counting similar geometry in a cluster
Applications of Digital Image Processing techniques

15.
16.

17.
18.
19.
20.

Generative design approach — Implementation of Al, ML — Applications

CAD smart application development

OUTCOMES:
. Draw free hand sketching of basic geometrical shapes and multiple views of objects.

CO1

CO2:
CO3:
CO4:
CO5:

Draw orthographic projections of lines and planes
Draw orthographic projections of solids

Draw development of the surfaces of objects
Draw isometric and perspective views of simple solids.

CO - PO Mapping:

TOTAL : 60 PERIODS

Course
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PROGRAMME OUTCOMES
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HS3252 COMMUNICATIVE ENGLISH — I L T P C

OBJECTIVES:

e To actively listen and collect relevant data from various forms of oral content like presentations,
lectures and videos

e To use language effectively in a formal presentation and discussions
To comprehend various reading materials relevant to technical context and understand the
main and supporting ideas of the reading materials

e To explore definitions, essay and report writing techniques and practice them in order to
develop associated skills

e To write effective job applications along with detailed CV for internship or placements

UNIT | CAUSE AND EFFECT 9+6
Listening — To an interview (survivors tale) & framing a set of instructions/ Dos & Don’ts; Reading —
Excerpts of Literature (short stories), Journal articles on Global warming/Silent Spring; Writing -
Instructions; Official letter / email (Request for internship / Industrial visit); Grammar — If conditionals,
Imperatives; Vocabulary — Cause & effect expressions; Idiom

LAB ACTIVITY: Asking questions and answering - Conducting an interview (of an achiever / survivor) —
Role play

UNIT Il COMPARE AND CONTRAST 9+6

Listening — To product reviews & gap fill exercises, To short talks (TED Talks) for specific information;
Reading — A graphical content (table / chart / graph) & making inferences; Writing — Compare and
Contrast Essay; Grammar — Degrees of Comparison; Mixed Tenses; Vocabulary — Order of Adjectives;
Transition words

LAB ACTIVITY: Speaking about specifications of a product (Eg. Home appliances) — Persuasive Talk
— Role play activity

UNIT Il PROBLEM AND SOLUTION 9+6
Listening — To group discussion (case study); Reading — Visual content (Pictures on social issues /
natural disasters) for comprehension; Editorial ; Writing Picture description; Problem & Solution Essay;
Grammar — Modal verbs; Relative pronoun;:Vocabulary — Negative prefixes; Signal words for problem
& solution

LAB ACTIVITY: Discussions on Case Study to find solution for problems in professional context

UNIT IV REPORTING 9+6
Listening — To an oral news report; Reading — A newspaper report on a survey findings — Writing — A
survey report; Making recommendations; Grammar — Active and passive voice; Direct and Indirect
speech; Vocabulary — Reporting verbs; Numerical adjectives

LAB ACTIVITY: Describing a visual content (Pictures/Table/Chart) using appropriate descriptive
language and making appropriate inferences

UNIT V 9+6
Listening — To a job interview, Telephone interview; Reading - Job advertisement and company profile
and make inferences; Writing — Job application (cover letter and CV) Grammar — Prepositional phrases;
Vocabulary — Fixed expressions, Collocations

LAB ACTIVITY: Making presentation with a visual component (ppt) (job interview / project / Innovative
product presentation)

TOTAL: (45+30) = 75 PERIODS
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OUTCOMES:

CO 1: Listen effectively to various oral forms of conversation, lectures, discussion and understand the
main gist of the content.
CO 2: Communicate effectively in formal and informal context.
CO 3: Read and comprehend technical texts effortlessly.
CO 4: Write reports and job application for internship or placement.
CO5: Participate effectively in formal group discussions and make formal presentations.
REFERENCES:
1. “English for Science & Technology” by Cambridge University Press, 2023.
2. “English for Engineers and Technologists” by Orient Blackswan, 2022
3.  “Communicative English for Engineers and Professionals” by Bhatnagar Nitin, Pearson India,
2010
Take Off — Technical English for Engineering” by David Morgan, Garnet Education, 2008
5. “Advanced Communication Skills” by Mathew Richardson, Charlie Creative Lab, 2020.
6. www.uefap.com

CO - PO Mapping:

COURSE PROGRAMME OUTCOMES
OUTCOMES PO1 PO2 PO3 PO4 PO5
CO1l: 3 - p - 2
CO2: 3 3 L . -
CO3: 3 2 . : -
CO4: 3 . 2 _ 3
CO5: 3 3 - _ 2
AVG: 3 PR 0.4 - 1.4
EE3151 BASICS OF ELECTRICAL AND ELECTRONICS ENGINEERING LTPC
3024
UNIT | ELECTRICAL CIRCUITS 9

DC Circuits: Ohm’s Law - Kirchhoff's Laws — Independent and Dependent Sources — Nodal
Analysis, Mesh analysis with Independent sources only (Steady state) — AC Fundamentals:
Waveforms, Average value, RMS Value, Impedance, Instantaneous Power, Real Power, Reactive
Power and Apparent Power, Power Factor — Steady State Analysis of RL and RC Circuits -
Introduction to Balanced 3-Phase Circuits and power measurement.

UNIT I ELECTRICAL MACHINES 9
Basic Magnetic Circuit - Construction and Working Principle — DC Separately and Self excited
Generators, EMF Equation, Types and Applications. Working Principle of DC motors, Torque
Equation, Types and Applications. Transformer - Construction, Working and Applications - Three
phase Alternator, Synchronous motor - Single and Three Phase Induction Motor — BLDC motor.
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UNIT 1l ANALOG AND DIGITAL ELECTRONICS 9
Operation and Characteristics of electronic devices: PN Junction Diodes, Zener Diode, BJT,
JFET and MOSFET- Operational Amplifiers (OPAMPs) : Characteristics and basic application
circuits-555 timer IC based astable and monostable multivibrator.

Basic switching circuits — Gates and Flip-Flops-Sample and hold circuit- R-2R ladder type DAC-
Successive approximation based ADC.

UNIT IV SENSORS AND TRANSDUCERS 9
Solenoids, electro-pneumatic systems, proximity sensors, limit switches, piezoelectric, hall effect,
photo sensors, Strain gauge, LVDT, differential pressure transducer, optical and digital
transducers, Smart sensors, Thermal Imagers.

UNIT V MEASUREMENTS AND INSTRUMENTATION 9
Functional Elements of an Instrument, Error analysis; Operating Principle - Moving Coil and
Moving Iron Instruments, Wattmeter, Energy Meter, Instrument Transformers - CT and PT,
Multimeter- DSO - Block Diagram Approach.

TOTAL: 45 PERIODS
LIST OF EXPERIMENTS:

ELECTRICAL

1. Verification of ohms and Kirchhoff's Laws.

2. Load test on DC Shunt Motor.

3. Load test on Single Phase Transformer.

4. Load test on 3 Phase Induction Motor.

ELECTRONICS

1. Half wave and full wave Rectifiers.

2. Application of Zener diode as shunt regulator.

3. Inverting and non-inverting amplifier using operational amplifier.
4. Astable multivibrator using IC 555.

TOTAL: 30 PERIODS

COURSE OUTCOMES

Upon successful completion of the course, students should be able to:

CO 1: Compute and demonstrate the electric circuit parameters for simple problems.

CO 2: Explain the working principles and characteristics of electrical machines, electronic
devices and measuring instruments.

CO 3: Identify general applications of electrical machines, electronic devices and measuring
instruments.

CO 4: Analyze and demonstrate the basic electrical and electronic circuits and characteristics of
electrical machines..

CO 5: Explain the types and operating principles of sensors and transducers.

Mapping of COs with POs and PSOs
COs/POs & PSOs POs PSOs

1,2 |3 |4|51(6|7|8]9|10(11]|12 1] 2 3
Cco1 3] 3 2 23 |-|-]-|1]2]1 1-] - -
CO2 2| 3 2 33 |-|-|-11]2]|1 1-] - -
Cco3 3] 2 1 13 (-|-]-11|2|1 1-] - -
CoO4 1] 2 2 213 |[-|-]-|1 |2 |- 1-] - -
CO5 1|1 2 212 |-|-1-11 12 |- 2 -] - -
CO/PO & PSO Average |2 (22|18 |2 | - |-|-|-|1]|2]|1]|12]|-]| - -

1 — Slight, 2 — Moderate, 3 — Substantial
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TEXT BOOKS:

1. Del Toro ‘Electrical Engineering Fundamentals’ Pearson Education, New Delhi, 2022.

2. Alan S. Moris, Principles of Measurements and Instruments, Prentice-Hall of India Pvt. Ltd.,
New Delhi, 1988.

3. Smarjit Ghosh ‘Fundamentals of Electrical and Electronics Engineering, 2" Edition 2010.

REFERENCES:

1. Rajendra Prasad ‘Fundamentals of Electrical engineering’, Third Edition, Prentice Hall of In-
dia, 2014.

2. Sanjeev Sharma ‘Basics of Electrical Engineering’ Wiley, 2019.

3. John Bird, Electrical Circuits theory and Technology, Taylor & Francis Ltd, Seventh Edition,
2022.

4. Doebelin, E.O., Measurements Systems — Application and Design’, McGrawHill Publishing
Co, 2019.

5. D.Roy Choudhury, Shail B. Jain, Linear Integrated Circuits, New age international Pub-
lishers, 2018.

6. H.S. Kalsi, ‘Electronic Instrumentation’, Tata McGraw-Hill, New Delhi, 2010.

MA3253 ORDINARY DIFFERENTIAL EQUATIONS AND TRANSFORM LTPC
TECHNIQUES 4 00 4
OBJECTIVES:
e To acquaint the students with Differential Equations which are significantly used in
engineering problems
o To make the students appreciate the purpose of using transforms to create a new domain in
which it is easier to handle the problem that is being investigated
e To develop the analytic selutions for partial differential equations used in engineering by
Fourier series
e To acquaint the student with Fourier transform techniques used in wide variety of situations
in which the functions used are not periodic
e Todevelop Z- transform techniques which will perform the same task for discrete time systems
as Laplace Transform, a valuable aid in analysis of continuous time systems

UNIT | ORDINARY DIFFERENTIAL EQUATIONS OF HIGHER ORDER 12

Homogeneous linear ODEs of second order, linearity principle, general solution- Particular integral:
Operator method, Solution by variation of parameters, Method of undetermined coefficients -
Homogenous equations of Euler—Cauchy equations and Legendre’s equations —Simultaneous system
of first order linear differential equations

UNIT 1l LAPLACE TRANSFORMS 12
Laplace Transforms: Laplace Transform of standard functions, First shifting theorem, Second shifting
theorem, Unit step function, Dirac delta function, Laplace transforms of functions when they are
multiplied and divided by ‘t’, Laplace transforms of derivatives and integrals of function, Evaluation
of integrals by Laplace transforms, Laplace transform of periodic functions, Inverse Laplace
transform by different methods, convolution theorem (without proof). Applications: solving. Initial
value problems by Laplace Transform method
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UNIT 11l FOURIER SERIES 12

Dirichlet’s conditions — General Fourier series — Odd and even functions — Half-range Sine and Cosine
series — Complex form of Fourier series — Parseval’s identity — Harmonic Analysis

UNIT IV FOURIER TRANSFORMS 12
Integral representation, Fourier sine and cosine integrals. Fourier sine and cosine transforms, inverse

sine and cosine transform. Fourier transform and inverse Fourier transform, basic properties. The
Fourier transform of derivatives. Convolution theorem (without proof)

UNIT V Z — TRANSFORM AND DIFFERENCE EQUATIONS 12
Z-transform — Elementary properties — Inverse Z-transform — Convolution theorem — Initial and final
value theorems — Formation of difference equation — Solution of difference equation using
Z — transform

TOTAL: 60 PERIODS
OUTCOMES:
CO 1: The students will be able to solve higher order ordinary differential equations which arise in
engineering applications.
CO 2: The students will be able to apply Laplace transform methods for solving linear differential

equations.

CO 3: The students will be able to compute Fourier series of functions arise in engineering
applications.

CO 4: The students will be able to compute Fourier transforms of functions arise in engineering
applications.

CO 5: The students will be able to understand Z-transforms.

REFERENCES:

1. Grewal B.S., “Higher Engineering Mathematics”, Khanna Publishers, 44th Edition, New Delhi,

2017.
2. Erwin Kreyszig "Advanced Engineering Mathematics", Wiley India Pvt Ltd., New Delhi, 2015.
3. N.P. Bali and Manish Goyal, A text book of Engineering Mathematics, Laxmi Publications,

Reprint, 2008.

4, Greenberg M.D., “Advanced Engineering Mathematics”, Pearson Education2nd Edition, 5th
Reprint, Delhi, 2009.

5. Jain R.K. and lyengar S.R.K., “Advanced-Engineering Mathematics”,Narosa Publications, 5
th Edition, New Delhi, 2017.

6. Peter V.O'Neil, “Advanced Engineering Mathematics”, Cengage Learning India Pvt., Ltd, 7 th
Edition, New Delhi , 2012.

7. Ramana B.V., “Higher Engineering Mathematics”, Tata McGraw Hill Co. Ltd., 11th Reprint,
New Delhi, 2010.

CO - PO Mapping:

Course PROGRAMME OUTCOMES
Outcomes PO1 PO2 PO3 PO4 PO5

CO1:

CO2:

CO3:

CO4.:

CO5:

AVG:
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XT3251 PYTHON PROGRAMMING

N ™
o -
AT
~ 0

OBJECTIVES:
e To get introduced to Python and its environment
e To develop Python programs with conditionals and loops
e To define Python functions and use function calls
e To use Python data structures - lists, tuples, dictionaries
e To do input/output with files in Python

UNIT | PROGRAMMING BASICS 6+12
Introduction to Python Specification - Data Representation: Simple statements: Variables and
Identifiers — Object Types - Operators - Expressions and its evaluation

Practicals:
e Develop Python programs using simple Input/Output operations
e Develop Python programs using operators and expressions
e Executing simple programs using Python interactive mode

UNIT 1l CONTROL STATEMENTS AND FUNCTIONS 6+12

Conditional statements: if- if else — if elif — Nested conditional statements. Repetitive statements:
while — for — Nested repetitive statements. Branching statement: break — continue — pass. Functions
- Defining functions — Argument types — Scope and namespaces - Recursive functions — Lambda
functions — Functions as arguments

Practicals:
e Write Python programs using simple and nested selective control statements
e Develop Python programs using simple and nested repetitive control statements
e Write Python programs to generate series and patterns using repetitive control
statements
e Develop Python programs using simple functions and recursion
e Write Python programs using lambda functions

UNIT Il STRING, LIST, TUPLES 6+12
String literals — String methods — String formatting expressions. Lists — Lists iteration and operations -
Lists as stacks and queues — List comprehensions — Nested List comprehensions — Matrix operations
using Lists - Tuples and sequences — Tuple iteration and operations

Practicals:
e Write Python programs for operating on Strings
¢ Design Python programs using Lists, Nested Lists and Lists comprehensions
¢ Develop Python programs using Tuples, Nested Tuples, Tuple comprehensions, and Sets

UNIT IV SETS & DICTIONARIES, FUNCTIONAL PROGRAMMING 6+12
Sets — Set iteration and operations - Dictionaries — Dictionary iteration and operations - Dictionary
comprehensions - Nested Dictionary comprehensions. Functional programming tools (map, filter,
reduce) — Modules — import and from statements- Executing modules as scripts — Standard modules
& Packages, creation of module/package

Practicals:
o Write Python programs creating sets and performing set operations
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e Develop Python programs using Dictionary, Nested Dictionary and comprehensions
e Write Python programs by applying functional programming concepts
o Create, import, and use user-defined modules
o Organize python code using Packages
UNIT V EXCEPTIONS AND FILE HANDLING 6+12

Errors: Syntax and logical errors — Exceptions: Exception types - Handling exceptions - Multiple
exceptions and handlers — Raising exceptions. Files: File Path - Type of files - opening modes -
Reading and Writing files. Handling Data files.

Practicals:
e Design Python programs to handle errors and exceptions
e Write Python programs with multiple handlers for exceptions
e Write Python programs to read, create, and update text files

TOTAL: (30+60) 90 PERIODS
OUTCOMES

CO 1: Understand algorithmic solutions to simple computational problems.

CO 2: Create Python programs using conditional statements to solve computational problems.
CO 3: Apply Python data structures for a given problem.

CO 4: Design modular Python programs using modules and packages.

CO5: Create Python programs to manipulate different file types and handle exceptions.

REFERENCES:

1. Allen B. Downey, “Think Python: How to Think Like a Computer Scientist”’, Second Edition,
Shroff/O‘Reilly Publishers, 2016.

2. Reema Thareja, “Python Programming: Using Problem Solving Approach”, Oxford University
Press, 2017.

3. Guido van Rossum, Fred L. Drake Jr., “An Introduction to Python — Revised and Updated for
Python 3.2”, Network Theory Ltd., 2011.

4, John V Guttag, “Introduction to.Computation and Programming Using Python”, Revised and
Expanded Edition, MIT Press , 2013

5. Charles Dierbach, “Introduction to Computer.Science using Python”, Wiley India Edition,
2016.

6. Timothy A. Budd, “Exploring Python”, Mc-Graw Hill Education (India) Private Ltd., 2015.

7. Kenneth A. Lambert, “Fundamentals of Python: First Programs”, Cengage Learning, 2012

CO - PO Mapping:

PROGRAMME OUTCOMES
COURSE

OUTCOMES PO1 PO2 PO3 PO4 PO5
CO1: 3 3 3 - -
CO2: 3 2 3 - -
CO3: 3 2 3 - 2
CO4: 3 2 3 - 2
CO5: 3 2 3 - 2
AVG: 3 2.2 3 - 1.2

DIRECTOR

Centre for Academic Courses

3 Anna University, Chennai-a00 L

3



XC3251 DATA STRUCTURES L T P C

3 0 0 3

OBJECTIVES:

e To understand the concepts of array and linked list structures

e To know the concepts of stack and queue data structure

e To learn about non-linear tree data structures

e To familiarize the concept of graph and graph-related algorithms

e To know the concepts of sorting and hashing techniques
UNIT | ARRAYS AND LINKED LIST 9

Introduction to Data Structures and Algorithms — Asymptotic notations — ADT - Arrays —
Applications - Linear Search, non-recursive binary search - Linked List — Doubly-Linked Lists —
Circular Linked List - Applications- Polynomial Addition

UNIT Il STACK AND QUEUE 9
Stacks — Primitive operations - Implementation of stack using array and linked list- Stack
Applications- Parenthesis Checking - Expression Conversion- Evaluation of Expressions —
Recursive function. Queues — Primitive operations — Implementation of Linear Queue using array
and linked list - Circular Queue - Priority Queue- Double-Ended Queue

UNIT Il TREES 9

Tree — Terminologies — Binary Tree — Binary Tree Variants - Sequential and Linked representation
- Tree Traversals — Expression Trees -Threaded Binary Tree — Binary Search Tree — Heap Tree

UNIT IV ADVANCED TREES AND GRAPH 9

Advanced Tree Structures: AVL Tree — Red-Black Tree — M-Way Search Tree — Tries. Graphs —
Terminologies — Representation of Graphs — Adjacency matrix, Adjacency List- Graph Traversals
—Minimum spanning Tree

UNIT V HASHING AND SORTING 9
Hashing — Hash functions — Separate Chaining — Open Addressing — Linear Probing — Quadratic
Probing — Double Hashing — Rehashing. Sorting. Techniques: Bubble sort- Insertion sort - Selection
Sort - Merge Sort - Quick Sort — Heap Sort

TOTAL: 45 PERIODS

OUTCOMES:

CO 1: Solving real-time applications using a list data structure.

CO 2: Know about the importance of stack and queue data structure in a wide range of applications.
CO 3: Implement the tree data structures.

CO 4: Apply graph data structures for a real-world problem.

CO 5: Use appropriate sort of algorithms for the task at hand.

REFERENCES:

1. Varsha H. Patil, “Data Structures using C++”, Oxford University Press, Noida, 2012.

2. Mark Allen Weiss, “Data Structures and Algorithm Analysis in C++”, 2"? Edition, Pearson
Education, 2014.

3. Narasimha Karumanchi, “Data Structures and Algorithms Made Easy”, Career Monk, 2023.

4. Venkatesan R, and Loveyln Rose. S, “Data Structures”, Second Edition, Wiley, 2019.

o1

Jean-Paul Tremblay, Paul Sorenson, “An Introduction to Data Structures With Applications”,
Second Edition, McGraw Hill, 2018.
6. Reema Thareja, “Programming in C”, Second Edition, Oxford University Press, 2016.
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CO - PO Mapping:

COURSE PROGRAMME OUTCOMES
OUTCOMES PO1 PO2 PO3 PO4 PO5
CO1: 3 1 2 - -
CO 2: 3 - 2 - 1
CO 3: 3 2 2 - -
CO4.: 3 - 2 - 2
CO5: 3 - 2 2 1
AVG: 3 0.6 2 0.4 0.8
XC3252 COMPUTER ARCHITECTURE LTPC
300 3
OBJECTIVES:
e To understand the structure, function and characteristics of computer systems
e To understand the design of the various functional units and components of computers
To identify the elements of modern instructions sets and their impact on processor design
e To explain the function of each element of a memory hierarchy
e Toidentify and compare different methods for computer I/O
UNIT | STRUCTURE OF COMPUTERS 9
Functional Units — Basic Operational Concepts — Performance and Metrics — Bus

Structures — Characteristics and Functions — Instruction Cycle — Addressing Modes and
Formats — Register Reference Instructions — Input & Output Instructions

UNIT Il ARITHMETIC AND LOGIC UNIT 9
Binary Addition and Subtraction — Binary Multiplication and Division — Booth Algorithm — Fixed
PointRepresentations — Floating Point Representation — Floating Point Arithmetic Operations —
ArithmeticPipelining

UNIT Il CONTROL UNIT 9
Hardwired and Micro programmed Control — Control Memory — Address Sequencing —
Micro instruction Sequencing - Macro instruction Execution - Program Control

UNIT IV MEMORY ORGANIZATION 9

Memory Operations — Memory Hierarchy — Main Memory — Associative Memory -Auxiliary
memory —Virtual Memory — Cache Memory — Memory Array — Secondary Storage — Memory
Management Hardware
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UNIT V

INPUT OUTPUT ORGANIZATION AND ADVANCED ARCHITECTURE 9

Peripheral Devices — I/O Interface — Modes of Data Transfer — Interrupt Driven 1/O — DMA —
SerialCommunication — Asynchronous Data Transfer — RISC — CISC - Parallel Processing —
Vector and Array Processing

OUTCOMES:

CO1: Understand the basic structure of computer.
CO 2: Perform computer arithmetic operations.

CO 3: Understand the control unit operations.

CO 4: Understand the concept of cache mapping techniques.
CO5: Understand the concept of I/O organization.

TOTAL: 45 PERIODS

Douglas E. Comer, “Essentials of Computer Architecture”, 1st Edition, Pearson, Education,

Miles Murdocca, Vincent Heuring, “Computer Architecture and Organization: An integrated
approach”, Wiley, New Jersey, 2013.
Morris Mano, “Computer System Architecture”, 3rd Edition, Pearson Education, London, 2007.

REFERENCES:
1.
2011.
2.
3.
4.

William Stallings, “Computer Organization and Architecture: Designing for Performance”,

Pearson Education, 2016.

CO - PO Mapping:

38

COURSE PROGRAMME QUTCOMES
OUTCOMES PO1 £ = E— —
CO1: 2 1 1 : :
Co2: 3 - - : :
CO3: 3 - - : .
CO4: 3 " 2 : :
CO5: 3 ) > - .
AVG: 2.8 E 08 - 06
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XT3261 DATA STRUCTURES LABORATORY

LIST OF EXPERIMENTS

Operation on Array

Matrix Manipulation using dynamic memory allocation
Linear Search and Binary Search

Linked List, Doubly Linked List

Circular Linked List

Polynomial Addition using Linked List

Implementation of Stack using Arrays and Linked List
Checking well-formed parenthesis

Infix to postfix and prefix conversion

. Evaluation of Expression

. Implementation of Queue using Arrays and Linked List
. Double Ended Queue and Priority Queue

. Bubble, Insertion, Selection, and Shell sort

. Binary Search Tree

. Graph Traversals

OUTCOMES:

CO1l:

CO2:
CO3:
CO 4.
CO5:

Implementation of arrays and linked lists

or
o -
AT
N O

TOTAL : 60 PERIODS

Implementation of stack and queue data structure in a wide range of applications.

Implement the tree data structures.
Apply graph data structures for a real-world problem.
Use of appropriate sorting algorithms for the task at hand.

CO = PO Mapping:

OUTCOMES PO1 PO2 PO3

COURSE

PROGRAMME OUTCOMES

PO4

PO5

CO1:

CO2:

CO3:

CO4:

CO5:
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AVG:

0.4
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MA3351 PARTIAL DIFFERENTIAL EQUATIONS AND COMPLEX
FUNCTIONS

B~

OBJECTIVES:

e To introduce the effective mathematical tools for the solutions of partial differential
equations that model physical processes

o To familiarize the students in the field of partial differential equations and to solve boundary
value problems associated with engineering applications

e To develop an understanding of the standard techniques of complex variable theory in
particular analytic function

e To familiarize complex mappings and its mapping property

e To familiarize the students with complex integration techniques and contour integration
techniques which can be used in real integrals

UNIT | PARTIAL DIFFERENTIAL EQUATIONS 12
Formation — Solutions of first order equations — Standard types and Equations reducible to
standard types — Lagrange’s Linear equation — Solution of linear equations of higher order with
constant coefficients — Linear non-homogeneous patrtial differential equations

UNIT Il APPLICATIONS FOURIER SERIES TO PARTIAL DIFFERENTIAL 12
EQUATION

Classification of partial differential equations- Method of separation of variables — Solutions of one-

dimensional wave equation and one-dimensional heat equation — Steady state solution of two-

dimensional heat equation

UNIT 1l DIFFERENTIATION OF COMPLEX FUNCTIONS 12

Limit, Continuity and Differentiation of Complex functions - Analytic functions — Necessary and
sufficient conditions for analyticity: Cauchy-Riemann- equations (without proof)- Properties —

Harmonic conjugates — Construction of" analytic function — elementary analytic functions
(exponential, trigonometric, logarithm) and their properties
UNIT IV CONFORMAL MAPPING 12

Introduction to Complex mapping - Conformal mapping — Condition for conformality — Standard
mappings: a+z, az, az+b, - Bilinear transformations

UNIT V INTEGRATION OF COMPLEX FUNCTIONS 12
Line integral - Cauchy’s integral theorem — Cauchy’s integral formula — Taylor’'s and Laurent’s series
— Singularities — Residues — Cauchy’s Residue theorem — Application of residue theorem for
evaluation of real integrals — Use of circular contour and semicircular contours (except poles on real
lines)

TOTAL : 60 PERIODS

OUTCOMES:
CO 1: The students will be able to solve partial differential equations which arise in application
problems.

CO 2: The students will be able to obtain the solutions of the patrtial differential equations using
Fourier series.
CO 3: The students will be able to understand complex functions and differentiation complex

functions.

CO 4: The students will be able to understand their conformal mapping and its application
problems.

CO5: Evaluate real and complex integrals using the Cauchy’s integral formula and residue
theorem.
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REFERENCES:

1. Erwin Kreyszig “Advanced Engineering Mathematics” John Wiley & Sons., New Delhi,
2015.
2. Wylie C. R. and Barrett L. C “Advanced Engineering Mathematics” Tata McGraw-Hill.,
New Delhi, 2019.
3. Grewal B.S., “Higher Engineering Mathematics”, Khanna Publishers, 44th Edition, New
Delhi, 2017.
4. Mathews J. H. and Howell R. W “Complex Analysis for Mathematics and Engineering”,
Narosa Publishing House., New Delhi, 2012.
5. Peter V.O Neil “Advanced Engineering Mathematics”, Cengage., New Delhi, 2016.
6. Dennis G Zill, “Advanced Engineering Mathematics”, Jones & Bartlett India P Ltd., New
Delhi, 2017.
7. Dean G Duffy “Advanced Engineering Mathematics with MATLAB”, CRC., USA.
CO - PO Mapping:
COURSE PROGRAMME OUTCOMES
OUTCOMES PO1 PO2 PO3 PO4 PO5
CO1: 3 2 3 - -
CO2: 3 2 3 s -
CO 3: 3 2 B 2 -
CO4: 3 2 3 E -
CO5: 3 2 3 s -
AVG: 3 2 3 . -
XT3351 OBJECT-ORIENTED PROGRAMMING USING C++ L TP
3 0 2
OBJECTIVES:

To get a clear understanding of object-oriented concepts

To give an introduction about objects and classes

To understand the concept of inheritance and polymorphism
To have knowledge about templates and exception handling
To have insights into I/O operations and manipulators

UNIT | OOP AND C++ FUNDAMENTALS
Object-oriented paradigm - Elements of object-oriented programming — Characteristics of OOP -
C++ operators — data types - Pointers - References - Enumeration — Functions — Function
prototype — Default arguments — Inline functions

9
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UNIT Il OBJECTS AND CLASSES 9
Specifying a Classes — Defining Member Functions — Static data member and member

function - Array of objects — Object as a function argument - Returning Objects — Friend

function - pointers to object - This pointer — Constructor and destructor

UNIT I INHERITANCE AND POLYMORPHISM 9
Derived class - Single Inheritance - Multiple Inheritance - Hierarchical Inheritance - Hybrid
Inheritance — Virtual base class - Constructors in Derived class — Nesting of classes -
Polymorphism — Compile and Run time polymorphism — Function overloading - Operator
Overloading — Virtual Functions

UNIT IV TEMPLATES AND EXCEPTION HANDLING 9
Exception handling mechanism — Rethrowing an Exception — Specifying Exceptions —
Templates — Class Template — Function Template — Member function template — Non-Type
Template arguments —Namespaces

UNIT V INPUT/OUTPUT STREAMS 9
Input / Output operations — I/O stream classes — Unformatted and formatted 1/O operations
— Manipulators — Overloading the insertion and extraction operators - File input/output — Command
line arguments

LIST OF EXPERIMENTS

Create a complex number class with all possible operators
Static members, Friend functions

Operator overloading, overloading of assignment operator
Type conversions such as integer to complex, double to complex, and complex to double
Constructor, Destructor, Copy constructor

Virtual functions

Matrix class with operator overloading

Single, Multiple, and Hybrid Inheritance

. Polymorphism

10. Exception Handling

11. Input/Output file handling

©CoNoO~wNE

TOTAL : (45+30) 75 PERIODS

OUTCOMES:

CO 1: Describe the procedural and object-oriented paradigm with concepts of streams, classes,
functions, data, and objects.

CO 2: Understand dynamic memory management techniques using pointers, constructors,
and destructors.

CO 3: Describe the concept of function overloading, operator overloading, virtual functions,
andpolymorphism.

CO 4: Classify inheritance with the understanding of early and late binding, usage of exception
handling, generic programming.

CO 5: Demonstrate the use of /O stream classes, file handling, and command line arguments.

REFERENCES:
1. Herbert Schildt, “C++ A Beginner's Guide”, Second Edition, McGraw Hill, 2003.
2. Bjarne Stroustrup, “C++ Programming Language”, Addison-Wesley Educational Publishers

Inc, Fourth Edition 2013.
3. Balagurusamy, “Object-Oriented Programming with C++”, Eighth Edition, McGraw Hiill,
2020.
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4. Dietel & Dietel, “C++ How to Program”, Ninth Edition, Pearson, Education, 2017.

CO - PO Mapping:

COURSE PROGRAMME OUTCOMES
OUTCOMES PO1 PO2 PO3 PO4 PO5
CO1: 3 3 3 - -
CO2: 3 2 3 - -
CO3: 3 2 3 - 2
CO4: 3 2 3 - 2
CO5: 3 2 3 - 2
AVG: 3 2.2 3 - 1.2
XT3352 DATABASE MANAGEMENT SYSTEMS L T P C
3 0 0 3
OBJECTIVES:

o To comprehend the fundamental concepts of Database Management Systems
e To model the data and map it using Entity Relationship Model and Enhanced Entity
Relationship Model

e To comprehend Fundamental knowledge about Data Storage
o To understand the need for Normalization and Normalize Relations
e To comprehend to work with SQL Queries and need of concurrency control in transactions.

UNIT | INTRODUCTION TO DBMS AND CONCEPTUAL DATA MODELING 9
File Systems — Data Base Management Systems — File Systems vs. DBMS — Architecture of a DBMS
— Data Models — Data Modeling using Entity- Relationship Model — Strong Entity — Weak Entity —
Unary, Binary and Ternary Relationships — Enhanced Entity Relationship Model — Case Studies

UNIT Il RELATIONAL DATA MODELS AND SQL 9
Relational Data Model — Candidate Key — Primary Key — Foreign Key — Relational Algebra
Operations — Select — Project — Cartesian Product — Equality Join — Outer Joins — Division — Set
Operations — Mapping Entity Relationship Model to Relations — Mapping Enhanced Entity
Relationship Model to Relations— Case Studies - Structured Query Language — Data Definition
Language — Data Manipulation Language — Transaction Control Language — Join Queries — Nested
Queries — Views — Procedure — Function — Triggers — Accessing Relational Database using PHP
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UNIT I DATA STORAGE 9
Storage and File Structure — Overview of Physical Storage Media — Magnetic Disk and Flash
Storage — RAID — Tertiary Storage — File Organization — Organization of Records in Files — Data-
Dictionary Storage — Database Buffer — Indexing and Hashing — Basic Concepts — Ordered Indices
— B + - Tree Index Files - B + - Tree Extensions — Multiple-Key Access — Static Hashing — Dynamic
Hashing — Comparison of Ordered Indexing and Hashing — Bitmap Indices — Index Definition in
SQL

UNIT IV NORMALIZATION 9
Functional Dependency — Inference Rules for Functional Dependencies — Need for Database
Normalization — First Normal Form — Second Normal Form — Third Normal Form — Boyce- Codd
Normal Form — Fourth Normal Form — Fifth Normal Form — Properties of Relational Decompaosition
— Minimal Cover — Equivalence between Functional Dependencies

UNIT V TRANSACTION MANAGEMENT 9

Introduction to Transactions— Desirable Properties of Transaction Characterizing Schedules based
on Recoverability — Characterizing Schedules based on Serializability — Concurrency Control
Techniques -Deadlock — Database Recovery Techniques

TOTAL : 45 PERIODS
OUTCOMES:
CO 1: Distinguish unary, binary, and ternary relationships and give a common example of each.

CO 2: Compare and contrast the object-oriented model with the E-R and EER models.

CO 3: Understand the various concepts of the data storage.

CO4: Use normalization to decompose our relation with anomalies into well-structured
relations.

CO5: Understand about the concept of transactions with concurrency control and deadlock.

REFERENCES:

1. Abrahm Silberschatz, Henry. F. Korth, S. Sudarsan “Database System Concepts”, McGraw
Hill, Seventh Edition, Indian Edition, 2021.

2. C. J. Date, A. Kannan, S. Swamynathan, “An Introduction to Database Systems”, Eighth
Edition, Pearson Education, 2006.

3. Raghu Ramakrishnan, Johannes Gehrke , “Database Management Systems”, McGrawHill,
Fourth Edition, 2017.
4, Ramez Elmasri, Shamkant B. Navathe, “Fundamentals of Database Systems”, Pearson /

Education, Seventh Edition, Boston, 2017.

CO - PO Mapping:

COURSE PROGRAMME OUTCOMES

OUTCOMES PO1 PO2 PO3 PO4 PO5
CO1: 3 1 1 1 2
CO2: 3 1 1 1 2
CO3: 3 1 1 1 2
CO4: 2 1 2 1 2
CO5: 3 1 1 1 2
AVG: 2.8 1 1.2 1 2
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XC3351 OPERATING SYSTEMS L T P C

OBJECTIVES:

e To provide a clear understanding of the concepts that underlies operating systems

¢ Fundamental concepts and algorithms that will be covered are based on those used in
existing commercial operating systems
To present these topics in a general setting that is not tied to one particular operating system

¢ To understand the concept of file and directory structures
Throughout the course, practical aspects that pertain to the most popular operating systems
such as Unix/Linux and Windows, and some instructional operating systems will be studied
as well

UNIT | INTRODUCTION TO OPERATING SYSTEMS AND PROCESSES 9
Introduction to Operating Systems — Operating-system Structure — Process Concept — Process
Scheduling — Operations on Processes — Inter process communication — Communication in Client—
Server Systems — Threads — Multithreading Models

UNIT Il PROCESS MANAGEMENT 9
Process Synchronization — Critical-Section Problem — Synchronization Hardware - Semaphores —
Classic Problems of Synchronization — Monitors - CPU Scheduling — Scheduling algorithms —
Multiple Processor Scheduling

UNIT 11 DEADLOCKS AND MEMORY MANAGEMENT 9
Deadlock Characterization — Methods for Handling Deadlocks — Deadlock Prevention — Deadlock
Avoidance — Deadlock Detection — Recovery from Deadlock — Contiguous Memory Allocation —
Paging — Segmentation — Demand Paging — Page replacement Algorithm — Thrashing

UNIT IV STORAGE MANAGEMENT 9
Mass Storage Structure — Disk Structure — Disk Scheduling — Disk Management — File System
Interface — Access Methods — Directory and Disk Structure — File System Mounting — File System
Implementation — Allocation Methods — Free Space Management

UNIT V CASE-STUDY: LINUX AND WINDOWS OPERATING SYSTEMS 9
Design Principles — Kernel Modules — Process Management — Scheduling — Memory Management
— File Systems — Inter Process Communication — Security — Windows XP — Design Principles —
System Component — File system

LIST OF EXPERIMENTS

Basic LINUX commands

Filters — grep, sed, awk

Process management - Fork, Exec commands, Wait
Inter-Process Communication

Semaphores

CPU Scheduling algorithms

Deadlocks

Page replacement Algorithms

ONoOOOh~wNE

TOTAL : (45+30) 75 PERIODS
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OUTCOMES:

CO 1: Gain extensive knowledge on principles and modules of operating systems.
CO 2: Compare performance of processor scheduling algorithms and produce algorithmic
solutions to process synchronization problems.
CO 3: Understand process management, concurrent processes, memory management and
deadlocks.
CO 4: Understand the concept of file and directory structures with storage management.
CO5: Use modern operating system calls such as Linux process and synchronization libraries.
REFERENCES:
1. Andrew S. Tanenbaum, “Distributed Operating Systems”, Pearson Education, 1st Edition,
Noida, 2002.
2. Dhamdhere, D.M., “Operating Systems : A concept Based Approach”, McGraw Hill
Publication, 3rd Edition, 2017.
3. Pramod Chandra P. Bhatt, “An introduction to Operating Systems: Concepts and Practice”,
Prentice Hall of India, 5" Edition, New Delhi, 2019.
4, Silberschatz, A. Galvin, P.B. and Gagne, G., “Operating System Concepts”, John Wiley,
10™ Edition, New Jersey, 2021.
5. William Stallings, “Operating Systems”, Pearson Edition, 2020.
CO — PO Mapping:
COURSE PROGRAMME OUTCOMES
OUTCOMES PO1 PO2 PO3 PO4 PO5
CO1: 3 - - . 1
CO2: 3 = D A -
CO 3: 3 . 3 . -
CO4: 2 = g . 2
CO5: 2 - 2 - 1
AVG: 2.6 - 1.8 - 0.8
XC3352 MICROPROCESSOR AND APPLICATIONS L TP C
3 0 2 4
OBJECTIVES:
e  To know about the architecture and related aspects of 8085
e  To know about the architecture and related aspects of 16-bit processor 8086
e Learn to write simple programs for both 8086 and 8085 processors
e To develop an in-depth understanding of interfacing technigues
e To understand about different interfacing IC’s available
DIRECTOR
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UNIT | INTRODUCTION AND INTEL 8085 9
Architecture — Instruction format - addressing modes — Simple Program - Basic timing Diagram
- Input/ Output — Interrupt system — based system design

UNIT Il 16 — BIT PROCESSORS (INTEL8086) 9
Intel 8086: Architecture — addressing modes and Instruction format interfacing of memory
map; I/O device — odd and even addressed blanks — storing/retrieval of 16 bit data at an odd
address — Simple Programs

UNIT I INTRODUCTION TO MICRO CONTROLLERS 9
Introduction to Intel 8-bit and 16-bit microcontrollers — 8051 — comparisons to microprocessors
— on chip D/A and A/D facilities — Watchdog timer — Capabilities of bit-wise manipulation —
real time clock — Automatic process control / instrumentation applications case studies — cross
assemblers

UNIT IV INTERFACING BASICS 9
On controlling/monitoring continuous varying (analog) non-electrical signal using
microprocessor/microcontrollers need for interfacing ICs — thumb wheel switch as input
devices -single LED, seven segment LED as output devices — interfacing these using both
memory mapped I/O and peripheral mapped I/O — D/A, A/D ICs and their signals — sample
and hold IC and its usage

UNIT V INTERFACING IC’S 9
(i) 8255-Programmable Peripheral Interface along with8085

(ii) 8254 — Programmable Interval Timer along with Intel8086
(iii) Need for the following ICs:
(a) 8251 — USART; (b) 8257 — Direct Memory Access Controller;

(c) 8259 — Programmable Interrupt Controller; (d) 8279 — Keyboard / Display
Interface.

(iv) 8085 and 8051 based industrial automations

LIST OF EXPERIMENTS

Assembly Language Programming of 8085 and 8086

Programs for 8 / 16 bit Arithmetic, Sorting, Searching and String operations
Programs for Digital clock, Interfacing ADC and DAC

Interfacing and programming 8279, 8259, and 8253

Serial Communication between two microprocessors kits using 8251

Interfacing Stepper Motor, Speed control of DC Motor

Parallel communication between two microprocessors kits using Mode 1 and Mode 2
of 8255

Macro assembler Programming for 8086

ouhkwnE

™

TOTAL : (45+30) 75 PERIODS

OUTCOMES:

CO1: Learn the internal organization of some popular microprocessors/microcontrollers.
CO 2: Learn hardware and software interaction and integration.

CO 3: Learn the design of microprocessors-based systems.

CO 4: Learn the design of microcontrollers-based systems.

CO 5: Design the processor with appropriate interface selection.
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REFERENCES:

1. Charles M. Gilmore, “Microprocessor: Principles and Applications”, McGraw Hill
International, 2nd Edition, New York, 1995.

2. Mohammed Ali Mazidi, Jancie Gillispie Mazidi and Rolin K. Mckinlay, “The 805
Microcontroller and Embedded Systems”, Pearson Education Ltd., 2nd Edition, New

Delhi, 2007.

3. Mohammed Rafiquzzaman, “Microprocessors — Theory and Applications: Intel and
Motorola”, Prentice Hall, Rev Edition, New Delhi, 1992-2007.

4. Mohammed Rafiquzzaman, “Microprocessors and Micro-computer Based System

Design”, CRC Press, 2nd Edition, Boca Raton, 1995.

CO - PO Mapping:

PROGRAMME OUTCOMES
Course
Outcomes PO1 PO2 PO3 PO4 PO5
CO1: 2 2 3 - -
CO2: 2 1 E - -
CO 3: 3 C 2 - -
CO4: 2 = 2 - 1
CO5: 3 1 4 & -
AVG: 2.4 0.4 0.4 - 0.2
XT3353 PRINCIPLES OF ANALOG AND DIGITAL COMMUNICATION L T P C
SYSTEMS 3 0 0 3
OBJECTIVES:

e To understand the concepts of signals and systems used communication signal analysis
e To design simple systems for generating and demodulating frequency modulated signals
e To understand basics of information theory and channel coding

e To understand analog to digital conversion techniques and coding techniques

e To understand the digital modulation and transmission techniques

UNIT | INTRODUCTION TO SPECTRUM ANALYSIS 9

Classification of Signhals and Systems — Convolution — Complex Fourier series — Fourier Transform —
Magnitude and Phase Spectrum — Power Spectral Density — LTI System Properties — Impulse
Response

UNIT II ANALOG MODULATION TECHNIQUES 9

Amplitude Modulation — Conventional AM, DSB-SC, SSB-SC, VSB - frequency Modulation —
Modulation and Demodulation Principles — Spectrum — Bandwidth
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UNIT I INFORMATION THEORY AND CODING TECHNIQUES 9
Information — Entropy — information rate — Entropy Coding Techniques — Source coding — Shannon
Fano Coding — Huffman Coding — channel capacity theorem, Introduction to error control coding —
Block codes, burst error correction

UNIT IV DIGITAL TRANSMISSION OF ANALOG SIGNALS 9
Sampling — Quantization — Signal to Quantization Noise Ratio — Companding — Pulse code modulation
— Differential pulse code modulation — Vocoders Principles — LPC, MPLP, CELP

UNIT V DIGITAL MODULATION AND TRANSMISSION 9

Shift Keying Techniques — Binary ASK, Binary FSK, Binary PSK, QPSK — Modulation and
Demodulation Principles — Comparison in terms of Bandwidth and Bit Error Rate

TOTAL : 45 PERIODS

OUTCOMES:

CO1: Understand fundamentals techniques used to analyse the spectrum of modulated signals
and properties of LTI systems.

CO 2: Understand the analog modulation demodulation principles.

CO 3: Understand the information, source coding and channel coding principles.

CO 4: Understand the principles of analog to digital conversion and transmission techniques of
voice signals.

CO5: Understand the digital modulation demodulation principles.

REFERENCES:

1. H.Taub, D.L Schilling, GoutamSaha, “Principles of Communication Systems”, McGraw Hill
Education, 4 th Edition, New Delhi, 2017.

2. B.P.Lathi and Zhi Ding, “Modern Digital and Analog Communication Systems”, Oxford
University Press, 5th Edition, New York, 2019.

3. John G.Proakis, Masoud Salehi, “Fundamentals of Communication Systems”, Pearson
Education, Delhi, 2nd Edition, 2008.

CO - PO Mapping:

PROGRAMME OUTCOMES
Course

Outcomes PO1 PO2 PO3 PO4 PO5
CO1: 3 ¥ 3 - -
CO2: 3 - 2 - ,
CO 3: 3 2 2 - -
CO 4. 3 - 2 - 1
CO5: 3 1 2 - 1
AVG: 3 0.6 1.6 - 0.4
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XT3361

DATABASE MANAGEMENT SYSTEMS LABORATORY

LIST OF EXPERIMENTS
Data Definition Language — Create — Alter — Drop — Enforcing Primary Key and Foreign
Key Constraints — Data Manipulation Language — Insert - Delete — Update — Transaction

1.

NoOkWN

Control Language — Commit — Rollback- Save Points

L
0

T P C
0 4 2

Cartesian Product — Equality Join — Left Outer Join — Right Outer Join — Full Outer Join
Set Operations — Creating Views — Creating Sequence — Indexing

Aggregate Functions — Analytic Functions — Nested Queries

Creating Triggers and Stored Procedures

Accessing and Updating a Relational Database using Java

Case Studies — Applications — Payroll, Inventory, Grade Processing, Tax Calculation,
Electricity Bill

OUTCOMES:

CO1:
CO2:
CO3:
CO4:
CO5:

Implementation of DDL commands
Explore various join operations
Implementation of set operations and aggregate functions
Creation of triggers and stored procedures

Create a database for real world applications

CO — PO Mapping:

TOTAL : 60 PERIODS

Course
Outcomes

PROGRAMME QUTCOMES

POy

PaS

PO4

PO5

CO1:

CO2:

CO3:

CO4:

CO5:

WIN[W|lW|Ww

RINR| PR

AVG:

2.8
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MA3451 DISCRETE STRUCTURES

A
o -
©T
&0

OBJECTIVES:
e To introduce Mathematical Logic, Inference Theory and proof methods
To provide fundamental principles of combinatorial counting techniques
To introduce the algebraic structures and their properties
To introduce graph models, their representation, connectivity and traversability
To provide exposure to trees and demonstrate their utility

UNIT | LOGIC AND PROOFS 12

Propositional Logic — Propositional Equivalences — Normal Forms — Predicates and Quantifiers —
Nested Quantifiers — Rules of Inference — Introduction to Proofs — Proof Methods and Strategy

UNIT Il COMBINATORICS 12
Mathematical Induction — Strong Induction and Well Ordering — The Basics of Counting — The
Pigeonhole Principle — Permutations and Combinations — Recurrence Relations - Solving Linear

Recurrence Relations Using Generating Functions - Inclusion—Exclusion Principle and its
Applications
UNIT 11 ALGEBRAIC STRUCTURES 12

Groups — Subgroups — Homomorphism of groups — Normal Subgroup and Coset — Lagrange’s
Theorem — Definitions and Examples of Rings and Fields

UNIT IV GRAPHS 12
Graphs and Graph Models — Graph Terminology and Special Types of Graphs — Matrix
Representation of Graphs and Graph Isomorphism — Planar Graphs - Connectivity — Euler and
Hamiltonian graphs

UNIT V TREES 12
Trees — Characterization of trees - Rooted trees — sorting — weighted Trees and Prefix codes -
Shortest path problem - Minimum Spanning Tree Problem

TOTAL : 60 PERIODS
OUTCOMES:
CO 1: Understand the validity of the logical arguments, mathematical proofs and correctness of
the algorithm.
CO 2: Apply combinatorial counting techniques in solving combinatorial related problems.
CO 3: Understand the significance of algebraic structural ideas used in coding theory and
Cryptography.
CO 4: Use graph models and their connectivity, traversability in solving real world problems.
CO5: Apply trees and their utilities.
REFERENCES:

1. Grimaldi R.P., “Discrete and Combinatorial Mathematics”, Pearson Education Pvt. Ltd., 5th
Edition, Singapore, 2004.

2. Kenneth H. Rosen, “ Discrete Mathematics and its Applications”, Tata Mc Graw Hill Pub. Co.
Ltd., Seventh Edition, Special Indian Edition, New Delhi, 2011.

3. Tremblay J. P. and Manohar R, “ Discrete Mathematical Structures with Applications to
Computer Science”, Tata McGraw Hill Pub. Co. Ltd., Third Edition, New Delhi, 2013.

4. Thomas Koshy,” Discrete Mathematics with Applications”, Elsevier Publications, Boston,
2004.
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5. Seymour Lipschutz and Mark Lipson, "Discrete Mathematics”, Schaum's Outlines, Tata
McGraw Hill Pub. Co. Ltd., Third Edition, New Delhi, 2013.
6. Douglas B. West, “Introduction to Graph Theory”, Prentice Hall, 2th Edition, New Jersy, 2001.

CO - PO Mapping:

PROGRAMME OUTCOMES

Course
Outcomes PO1 PO2 PO3 PO4 PO5

CO1:
CO 2:
CO 3:
CO 4.
CO5:
AVG:

WWwiwlw|lw
NINININININ
WWwWlwiwlw|lw

XC3401 LINEAR ALGEBRA L T P C
3 0 0 3
OBJECTIVES:
e To acquire the thorough knowledge in'vector space, sub spaces, basis and dimensions
e To impart the basic idea of linear transformations, their representation by matrices, geometry
oflinear operators and change of basis
e To build a base in the analysis of a single linear transformation on a finite dimensional vector
space; the analysis of characteristics, values and diagonalizable transformations

e To set a base in the study of finite dimensional inner product spaces in detail, orthogonality,
orthogonal projections and the diagonalization

e To follow the required vector space in real time applications such as networks, linear
programming, statistics and probability

UNIT | VECTOR SPACES 9

Vector spaces and subspaces — Linear combinations and Linear system of equations, Span, Linear
independence and dependence - Null space, Column space, and Row space — Basis and dimension
of a vector space

UNIT Il LINEAR TRANSFORMATION 9
Introduction to linear transformations — General Linear Transformations — Rank and nullity -
Kerneland range — Matrices of general linear transformation- Geometry linear operators- Change of
basis

UNIT Il INNER PRODUCT SAPCES 9
Inner product, Length, angle and orthogonality — Orthogonal sets — Orthogonal projections = Inner
product spaces — Orthonormal basis: Gram-Schmidt process — QR Decomposition — Best
Approximation, Least-squares
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UNIT IV EIGEN VALUES AND EIGEN VECTORS 9
Introduction to Eigen values — Diagonalizing a matrix — Orthogonal diagonalization — Applications to
differential equations — Positive definite matrices — Similar matrices —Quadratic forms — Quadratic
surfaces Singular value decomposition

UNIT V APPLICATIONS 9
Matrices in Engineering — Graphs and Networks — Markov Matrices, Populations and Economics
—Linear Programming — Fourier Series: Linear Algebra for functions — Linear Algebra for statistics
andprobability

TOTAL : 45 PERIODS

OUTCOMES:
CO1: The student can set up the base in the basic concepts of vector spaces and dimensions.

CO 2: Able to study completely about linear transformations and matrices.

CO 3:  Will be familiarized with the techniques of diagonalization by inner product spaces.

CO4: Made the objectives clear to get the Eigen values and Eigen vectors required for
diagonalization.

CO5: Bereadyto apply the linear algebra concepts of solving real time problems in various fields.

REFERENCES:

1. David C. Lay, “Linear Algebra and its Applications®, Pearson Education, third edition, Delhi,
2011.

2. Gilbert Strang, “Linear Algebra and its Applications”, Thomson Learning, fourth edition,
Belmont,2006.

3. Howard Anton and Chris Rorres, “Elementary Linear Algebra”, Wiley, New York, 2011.
4, Kenneth Hoffman & Ray Kunze, “Linear Algebra”, Pearson India education services, second
Edition, Noida, 2015.
5. Steven J. Leon, “Linear Algebra with Applications”, Pearson Education UK, Linear Algebra
withApplications, 2006.
CO - PO Mapping:
PROGRAMME OUTCOMES
Course
Outcomes PO1 PO2 PO3 PO4 PO5
CO1: 3 2 3 Y .
CO2: 3 2 3 - -
CO 3: 3 2 3 - -
CO 4: 3 2 3 - -
CO5: 3 2 3 - -
AVG: 3 2 3 - -
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XC3451 SOFTWARE ENGINEERING L T P C
3 0 2 4
OBJECTIVES:

e To assist the student in understanding the basic theory of software engineering

e To apply these basic theoretical principles to a group software development project

e To understand the importance of analysis and design

e To stress the need for testing before deployment

e To familiarize the functions of a software project manager

UNIT | INTRODUCTION TO SOFTWARE ENGINEERING 9
The Nature of Software — Software Engineering — Software Process Structure - Software Process
Models - Agile Development - Software Engineering Principles

UNIT Il REQUIREMENTS ANALYSIS AND SPECIFICATION 9
Requirements Engineering — Requirements Elicitation — Use Case Development — Requirements
Negotiation — Requirements Modelling

UNIT Il ANALYSIS AND DESIGN 9

Design Concepts — Architectural Design — Component Level Design — User Interface Design —
Pattern Based Design — Designing Web Applications — Designing Mobile Apps

UNIT IV SOFTWARE QUALITY AND TESTING 9
Software Quality — Quality Assurance - Software Testing Strategies — Testing Conventional
Applications — Testing Object Oriented Applications — Testing Web Applications — Testing Mobile
Applications

UNIT V SOFTWARE PROJECT MANAGEMENT 9

Project Management Concepts — Process and Product Metrics — Project Estimation — Project
Scheduling — Risk Management — Maintenance and Reengineering

LIST OF EXPERIMENTS
1. Feasibility Study
2. Requirements Engineering
3. Requirements Analysis
4. Software Design using UML
5. Software Implementation
6. Software Testing
A mini project comprising of the above-mentioned phases of software development

TOTAL: (45+30) 75 PERIODS
OUTCOMES:
CO 1: Understand the importance of software engineering as a discipline.
CO 2: Able to elicit requirements and model them using appropriate methods.
CO 3: Identify and apply appropriate software architectures and patterns to carry out high
level design of a system.
CO 4: Carry out testing and ensure quality of the software.
CO 5: Understand the role of software project management in software engineering.
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REFERENCES:

1. Pressman, R.S. “Software Engineering: A Practitioner Approach”, 8" Edition Revised,
McGraw Hill, Chennai, 2019.

2. Sommerville, |. “Engineering Software Products”, Global Edition, Pearson Education,
2021.

3. Sommerville, I. “Software Engineering, Global Edition”, 10" Edition, Pearson Higher

Education, New Jersey, 2016.

4. Carlo Ghezzi, Mehdi Jazayeri and Dino Mandrioli, “Software Engineering”, Prentice Hall

India, New Delhi, 2010.

5. Pankaj Jalote, "Software Engineering : A Precise Approach”, Wiley India, New Delhi,

2010.
CO - PO Mapping:
Course PROGRAMME OUTCOMES
Outcomes PO1 PO2 PO3 PO4 PO5
CO1: 3 3 : - -
CO2: 3 i 3 - -
CO3: 3 2 3 ) -
CO4: 3 2 72 . 2
CO5: 3 L 3 2 3
AVG: 3 14 2.2 0.4 1
XC3452 JAVA PROGRAMMING LTPC
3003
OBJECTIVES:

e To familiarize the Object-Oriented Programming (OOP) concepts, such as abstraction,
encapsulation, instances, initializations, polymorphism, overloading, inheritance and generic

programming
To learn the OOP specific programming languages such as C++ and Java

e To write programs to solve problems using the OOP language constructs rather than

structural programming

e To understand and know the importance of OOP in real-world problems
To familiarize students to create Ul applications

e To expose the usage of streams to store and retrieve data

UNIT | INTRODUCTION TO OBJECT ORIENTED PROGRAMMING AND JAVA 9
Introduction to OOP — Thinking Object Oriented - Object Oriented Design. Introduction to Java —JVM
- Classes and methods — Varieties of Classes — Messages, Instances and Initialization -Constructors
and Destructors — Object and Class in java.lang.class - Namespaces — Scope —Method Overloading —
Arrays — Type Casting - Constant Objects and Member Functions —Composition - this Pointer — Static

Instances
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UNIT Il INHERITANCE AND EXCEPTION HANDLING IN JAVA 9
Package Access - Java APl Packages — Inheritance - Sub Classes and Subclass Types - —
Replacement and Refinement — Implications of Inheritance - Exception Handling- Java Exception
Hierarchy - Declaring New Exception Types — Assertions - Garbage Collection and Method finalize—
String Class - Converting between Types - Inheritance — an Intuitive Description of Inheritance
Subclass, Subtype, and Substitutability — Forms of Inheritance,” is-a” and “has-a” rule — Multiple
Inheritance

UNIT Il POLYMORPHISM IN JAVA 9
Polymorphism - Abstract Classes and Methods - Varieties of Polymorphism — Polymorphic Variables
— Overloading and Overriding — Pure Polymorphism - Polymorphic Processing, Operator instance of
and Down Casting - final Methods and Classes — Clone Class - Interface — Implementation —
Multithreading

UNIT IV FILES AND STREAMS IN JAVA 9
Files and Streams — Formatted Output - Object Concurrency - Serialization - Generic Collections -
Generic Classes and Methods - Visibility and Dependency — Reflection and Introspection — Java Utility
Packages and Bit Manipulation — Java Collections

UNIT V GUI, MULTIMEDIA AND DATABASE IN JAVA 9
GUI Components — Graphics, 2D and 3D - Introduction.to Java Applets — Frameworks - Multimedia:
Applets and Applications — Example Frameworks: Swing and AWT — Accessing Databases with JDBC
— Case Study: ATM System, Payroll System

TOTAL : 45 PERIODS
OUTCOMES:
CO 1: Understand the fundamentals of object-oriented programming in Java.
CO 2: Understand the appropriate roles of subtyping and inheritance, and use them effectively.
CO 3: Implement polymorphic code and handle run-time errors using exception handling
CO 4: Implement concurrent applications using threads. Identify the generic classes and methods
to implement an application. Use streams to store and retrieve data from database / files.
CO5: Create user-interface applications using GUI components and to understand the event
handling principles.

REFERENCES:

1. Timothy Budd, "An Introduction to Object-Oriented Programming”, Third Edition, Pearson
Education, 2008.

2. Paul Deitel and Harvey Deitel, "Java How to Program (Early Objects)”, Tenth Edition, Pearson
2017.

3. Marc Lay, Patrick Niemeyer, Daniel Leuck, "Learning Java”, Fifth Edition, O'Reilly, 2020.

4, Joshua Bloch, "Effective Java:”, Third Edition, Pearson, 2022.
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CO - PO Mapping:

Course PROGRAMME OUTCOMES
Outcomes PO1 PO2 PO3 PO4 PO5
CO1: 3 3 3 1 -
CO2: 3 2 3 1 -
CO3: 3 2 3 1 2
CO4: 3 2 3 1 2
CO5: 3 2 3 1 2
AVG: 3 2.2 3 1 1.2
XT3451 COMPUTER NETWORKS LTPC
3024
OBJECTIVES:

UNIT |

To understand the division of network functionality into layers
To understand the TCP/IP protocol suite

To understand the flow of data between the nodes and building blocks of networks

To Learn flow control and congestion control algorithms

To understand the network addressing techniques

FUNDAMENTALS

9

Data communication — Network ‘Topologies — INTERNET — Protocols and Standards — Layered
Architecture — Responsibilities of the Layers — Addressing — Transmission Media — Multiplexing —
Switching

UNIT II

Connecting Devices

UNIT 11l

MAC LAYER
Error Detection and Correction — Data link Control — Multiple Access — Wired LAN — Wireless LAN —

NETWORK LAYER

9

9

Logical Addressing — IPv4, IPv6, IPv4 to IPv6, CLDR — Protocols — IP ICMP, IGMP, ARP, IGRP —

Forwarding — Unicast and Multicast Routing Protocols

UNIT IV

UNIT V

APPLICATION LAYER

TRANSPORT LAYER
Process — To — Process Delivery: UDP, TCP, SCTP — Congestion Control and QOS

9

Layer 7 Protocols — DHCP, DNS, TELNET, E-mail, FEP, WWW and Http, SNMP — Network Security
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LIST OF EXPERIMENTS

1. Familiarize with the layered approach of the protocol stack
2. Familiarize with packet capturing tools in Java and Wireshark
3. Familiarize with IP addressing and subnetting concepts
4. Analyze the existing routing protocols and implement any one of them
5. Implement client server programs using sockets which has